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Abstract A simple computer model is used to investigate the capability of a lidar to detect tuna in

the eastern tropical Pacific.  The lidar is similar to the Experimental Oceanographic Fisheries

Lidar (FLOE) system developed by the National Oceanographic and Atmospheric

Administration.  It is an inexpensive device using commercially available components.  The

model predicts a detection depth of 40 m for the specified system under typical conditions and a

maximum detection depth of 60 m under ideal conditions.  The effects of changes in the lidar

design and of changes in conditions are described in a series of figures of signal-to-noise ratio

(SNR) and maximum detection depth zmax.  For the various cases, peak irradiance values are

compared with the recommended maximum irradiance on the human eye.



1. Introduction

The National Oceanic and Atmospheric Administration (NOAA) is currently developing

an Experimental Oceanographic Fisheries Lidar (FLOE) through a cooperative program of the

Environmental Technology Laboratory and the Southwest Fisheries Science Center.  This report

presents the results of a study into the capabilities of this lidar or a modified version of this lidar

for detection of yellowfin tuna in the tropical eastern Pacific.  Currently, the tuna fishing fleet

finds fish by a combination of techniques that include visual observations from helicopters and

exploitation of the association of tuna with dolphins.  The objective is to determine how

effectively an inexpensive lidar on the helicopters would increase the direct detection capabilities

to the point where ensnaring dolphins would no longer be necessary.  Tuna detection by a similar

lidar, the Osprey system, has been demonstrated (Grams and Wyman, 1993; Oliver, et al., 1994).

Section 2 describes the operating characteristics of the FLOE.  The device was designed

to be inexpensive and to operate on small aircraft.  Thus, the cost of reproducing this lidar would

be under $100K.  The weight is under 100 kg, and the power consumption is less than 1 kW.  It

has been operated on a four-passenger Cessna 177 and on a six-passenger Partenavia Observer.

This system has been used to detect sardines in the Southern California Bight (Churnside, et al.,

1997).

Section 3 describes the model that was used in the calculations.  It is a relatively simple

model that was written with a commercial spreadsheet program (Quattro Pro).  Despite its

simplicity, we feel that this model works fairly well based on comparisons with actual

measurements.  The simplifying assumptions that were used to develop the model are described

in Section 3.  One of the biggest areas of uncertainty lies in the physical characteristics of the

fish school that was modeled.  More research is needed on the cumulative contributions of fish

size, fish reflectivity, fish distribution with depth, the number of fish in a school, and the packing

density of the school to the sensitivity of sensors.

The results of the model calculations are presented in Section 4.  Three types of results

were calculated.  The first is a calculation of the signal-to-noise ratio of the lidar return as a



function of depth.  The second type is a calculation of the maximum detectable depth of a school

of fish for various combinations of lidar, water, and fish parameters.  The last is a calculation of

the maximum irradiance as a function of depth for various lidar and water parameters.

A description of the QuattroPro spreadsheet program “FiLM” is included as an appendix.

Formulas, parameter values, and both numeric and graphical results are described along with

instructions on how to change values to investigate other configurations.

2. FLOE

FLOE is a very simple lidar system with no scanning or imaging capabilities.  The

laser is a frequency-doubled, Q-switched Nd:YAG laser, linearly polarized parallel to the plane

of incidence.  A negative lens in front of the laser increases the beam divergence.  The laser is

mounted beside the receiver telescope, and the diverged beam is directed by one mirror to a

second mirror in the center of the front of the telescope.  This mirror is used to direct the beam to

the water so that it is coaxial with the receiver.

The receiver consists of a lens that collects the scattered light onto a photomultiplier tube

detector.  An interference filter is placed in front of the detector to limit interference from

background light.  A rotatable polarizer in front of the receiver is used to control the polarization

of the return signal to be co-polarized, cross-polarized, or un-polarized with the transmitted light.

The detector output is passed through a logarithmic amplifier, and this signal is digitized and

stored in the computer.  The lidar parameters are presented in Table 1.

3. Lidar Model

The lidar model was developed to perform engineering tradeoffs quickly and easily.  For

this reason, it uses a standard commercial spreadsheet (Quattro Pro).  Input parameters and lidar

components can be changed quickly, and the program automatically calculates all of the affected

quantities.  Plots can be quickly generated within the program to allow the results to be

immediately viewed.  The lidar system was assumed to be similar to the NOAA FLOE.

Three water types characteristic of the eastern tropical Pacific were used.  These are the

Jerlov types I, IA, and IB.  These specify only the diffuse attenuation coefficient KD.  To get an



estimate of lidar attenuation, we need to have an estimate of the volume scattering function β(θ),

where θ is the scattering angle.  We will use the general functional form of Petzhold, with the

exact values scaled by the value of the scattering coefficient inferred from the different values

for KD.  We first note that

where a is the absorption coefficient of sea water, b is the scattering coefficient, and β(θ)/b is the

normalized scattering function of Petzhold.  From this expression, we obtain the scattering

coefficient for each of the Jerlov water types.  The beam attenuation coefficient is given by

The lidar attenuation coefficient lies somewhere in between the diffuse attenuation coefficient

and the beam attenuation coefficient in a way that depends on the beam divergence of the lidar

and on the spot size at the surface.  The details of this dependence are not completely

understood, and we will make what we hope are reasonable estimates.  Following Feigels and

Kopilevich (1994), we estimate the divergence angle effect for a beam of negligible size by

assuming that photons scattered at angles greater than the lidar divergence angle φ/2 are lost.  We

then apply a correction to this value for the finite size of the spot at the surface based on a curve

fit to the results of Gordon (1982).  The final result is an estimate for the lidar attenuation

coefficient given by

 where h is the height of the lidar above the surface.



To completely define the fish and the fish schools would require a large number of

parameters.  To investigate the effects of variations in each of these parameters would take much

more time than was available.  For this reason, we will define typical values for most of them,

and vary only those that seem to have the most effect on lidar performance.  The characteristics

of the individual fish will not be varied.  Yellowfin tuna were modeled as 100-cm long, 10 cm

wide, and 20 cm deep, with a mass of 20 kg.  Their average reflectivity and depolarization are

assumed, for lack of any hard data, to be similar to those of sardines — 13% and 30%,

respectively.

Our generic school of tuna is assumed to be 16.5 tons of fish (~750 fish).  It is 10 m thick

and located at a depth of 50 m.  The nominal packing density is 0.125 fish per cubic meter,

which is about 2-body length spacing.  The school depth, thickness, and packing density were

varied.  The diameter of the school was adjusted for the packing density to maintain a constant

school mass of 16.5 tons.  Thus, in some cases, the school diameter is larger than the beam

diameter, and, in others, it is smaller.

a. Signal-to-Noise Ratio

The signal and noise levels can be defined at any one of a number of points in the

receiver, including optical power on the detector, current out of the detector, the voltage

generated by that current through a standard 50 Ω resistance, the output of the log-amplifier, or

the integer value that this produces when digitized.  We will consistently use the voltage across

50 Ω, which is the input voltage to the log-amplifier.  For an infinitesimally short laser pulse, this

signal varies in time as the pulse propagates through the water.  We can relate this time to the

depth at which the light was scattered back to the receiver since we know the speed at which

light travels through water.  Therefore, we can write the signal as a function of depth as:



where S’ is the received signal per unit depth at depth z, P is the laser power, R is the

responsivity of the detector and load in V/W, β(z) is the backscatter coefficient of the water plus

any fish present at that depth, h is the height of the lidar above the surface, n is the index of

refraction of water (1.33), and α is the lidar attenuation coefficient.

To get the actual signal voltage, we must integrate Eq. (4) over the finite duration of the

laser pulse.  To get the short pulses desired, it is necessary to use Q-switching.  In this technique,

the laser resonator is blocked electro-optically while the energy is stored in the lasing medium.

The cavity is then quickly opened.  Lasing begins rapidly, and the output power quickly builds to

a high value.  As the energy in the lasing medium is depleted, the output power decreases back to

zero.  This technique produces a characteristic pulse shape that can be approximated by

 

where E is the total pulse energy, and τ is 0.408 times the full width of the pulse at one half of its

maximum value.  We convert this time to distance through the speed of light, and integrate Eq.

(4) over depth.

These equations suggest several ways in which the signal from a particular depth might

be increased.  One can increase the laser energy, the telescope diameter, or the detector

responsivity.  One can decrease the height of the platform above the surface.  One can also

decrease the attenuation either by finding clearer water or by moving to a laser wavelength with

less absorption (blue instead of green).  However, because of the technology involved, using

laser wavelengths with less attenuation than the one we have chosen is difficult.  Available lasers

in the blue tend to be much more expensive, larger, less efficient, and less reliable.  A great deal

of research has been done for the US Navy on laser development, but a commercially viable

solution has yet to be found.  One promising candidate for a blue laser is being developed at the

University of Arizona.  This laser is being marketed at a price of about $100K, or about four

times the cost of a green laser of similar capability.  The attenuation also depends to a certain



extent on both the size of the laser spot on the surface and on the divergence of the lidar; for

large spots with large divergence, the attenuation is minimized.

Noise in the signal causes fluctuations that can be mistaken for fish.  Several sources are

present, although one of these will usually dominate the performance for any particular set of

conditions.  The most fundamental source of noise is the so-called “shot noise” caused by the

quantum fluctuations in the light field reaching the detector.  To this is added receiver noise that

is caused by thermal fluctuations within the receiver electronics.  Finally, background light (e.g.,

scattered sunlight) can add to the fluctuations.  The average value of the background is not

directly a noise source, because we can measure this value and subtract it from our measured

signal.  However, random fluctuations of this background are a direct source of noise.  These

fluctuations arise because of the random motions of the surface under the influence of the wind.

The final noise source is caused by the variability of the optical properties of the water with

depth.

These noise components are affected differently by the different parameters that affect

the  signal level.  An increase in the laser energy increases the shot noise, but only as the square

root of the energy, so there is a net gain in SNR.  It does not affect the receiver noise or the

background noise at all.  An increase in the telescope diameter affects the shot noise in the same

way as an increase in energy — as the square root of the increase in received energy — so there

is a gain in SNR.  An increase in telescope diameter does not affect receiver noise, so the SNR

can increase dramatically.  It affects the background noise in the same way that it affects the

signal so there is no gain in SNR by increasing the telescope diameter in a background-limited

situation.  An increase in detector responsivity affects both shot noise and background noise in

the same way as it affects the signal, so there is no gain in SNR.  It may or may not affect

receiver noise, depending on the exact source of the noise.

Decreasing the height of the platform increases the shot noise as the square root of the

increase in received energy.  It does not affect receiver noise or background noise at all.

Decreasing the absorption coefficient can have a number of effects, depending on how it is



accomplished.  If it is accomplished by finding cleaner water or moving to a blue wavelength,

the effect is the same as an increase in laser energy or a decrease in operating height.  If it is

accomplished by increasing the divergence of the lidar, it will not affect shot noise or receiver

noise.  It will, however, lead to an increase in the background noise.  Variability in the water

column is not affected by changes in any of the above parameters.  Numerical model results of

these various tradeoffs are presented in Section 4.

While it would appear that SNR can be increased to any desired value by increasing laser

power, telescope diameter, etc., there are practical limitations.  The amount of light that can be

collected is limited by the capabilities of the detector, typically a photomultiplier tube.  Trying to

extract too much signal current from the detector will result in detector damage.  Even before the

damage threshold is reached, the output will not be linear, making detection difficult.  To avoid

damage to the detector, we will set the detector supply voltage so that in the standard lidar

configuration the peak current output of the detector is 0.5 of its maximum.

b. Maximum Depth Penetration

We can rewrite the signal level of a lidar system as

where S0 is the signal level at the surface, βw is the clear-water backscatter coefficient, βf is the

backscatter coefficient of a school of fish, and β0 is the backscatter coefficient at the surface,

where it is assumed that there are no fish.  The backscatter coefficients, β, have units of m-1 and

represent the fraction of the energy that would be scattered upward by a 1-m layer of either clear

water or fish.  By clear water, we mean natural seawater with its attendant load of yellow

substance, plankton, silt, etc., but without fish.  The lidar attenuation coefficient is related to the

absorption and scattering coefficients of the water in a way that is not completely understood, but



that depends on the field of view of the lidar.  A very narrowly collimated system will have an

attenuation that is very close to the sum of the absorption and scattering.  A wide field of view

collects multiple, scattered photons, and the attenuation is closer to the absorption coefficient.

As we have described, the noise in a lidar system can come from several different

processes, one of which is likely to predominate in any particular set of circumstances.  The

thermal noise in the receiver is an additive noise that is independent of signal level.  It is

Gaussian with zero mean.  The shot noise from the sum of the signal current, background-light-

generated current, and detector dark current is a Poisson process that depends on the total

detector current.  However, except for very low illumination levels, the Poisson distribution is

nearly Gaussian, and we will make this approximation.  Also, we note that if the signal from the

fish school is very large, the detection probability is nearly unity, and accurate modeling of the

noise distribution is not critical.  If the fish signal is small, the shot-noise variance will be very

nearly the same whether fish are present or not.  This is the situation that must be treated

accurately, and so we can assume that shot noise can be approximated by a signal-independent,

additive Gaussian process for the purposes of this paper.

Background fluctuations are related to variations in the slope of the surface, which has

been shown to be nearly Gaussian.  We can therefore assume that the optical fluctuations

themselves will be very nearly Gaussian.  The final noise source is caused by variations of the

optical properties of the water with depth.  Variations that are slow compared with the depth

resolution of the lidar can be estimated and eliminated.  However, more rapid fluctuations will be

indistinguishable from noise.  In the absence of a better model for these fluctuations, we will also

assume that they are Gaussian.  Thus, an additive, signal-independent Gaussian noise will be

considered, and the source of this noise will not be considered further.

The probability-density function of the instantaneous signal can therefore by

approximated by



where s is the instantaneous signal at some depth and N is the noise variance.  For illustration, we

will assume that N is not depth dependent, although S clearly is.

Detection is accomplished by setting a threshold signal level above which we will assert

that fish are present.  The detection probability is the probability that the instantaneous signal is

above this threshold when fish are present (i.e., when βf > 0).  Thus,

where T is the threshold level and Sf is the signal level with fish present.  Specifying that fish are

present whenever the received signal exceeds some threshold value entails some probability of a

"false alarm."  This probability can be calculated from

where Sw is the signal from clear water.

To reduce the number of free parameters, we can normalize everything by the noise level.

Thus, we define a signal-to-noise ratio, SNR = (Sf - Sw)/N and a threshold-to-noise ratio

TNR = (T - Sw)/N.  Then,

and



The performance of this system depends on both the SNR and the TNR.  One convenient way to

summarize the performance is to fix an acceptable false alarm rate, use that to determine the

threshold level, and then calculate the detection probability.  The results of such a calculation are

presented in Figure 1, which is a plot of detection probability as a function of false alarm

probability for signal-to-noise ratios of 1 and 3.  The two limits of the plot correspond to a very

high threshold and to a very low threshold.  In the first instance, we never determine that fish are

present, and P(false alarm) and P(detection) are both zero.  In the second, we always say that fish

are present, and P(false alarm) and P(detection) are both unity.

It is also instructive to select an allowable false-alarm rate and a signal-to-noise ratio at

the surface, and calculate the detection probability as a function of depth.  This was done for a

false-alarm probability of 1% and a lidar attenuation coefficient of 0.1 m-1, and the results are

plotted in Figure 2 for several values of the surface signal-to-noise ratio.  There are several

interesting features of these results.  The first is that the detection probability goes quickly from

nearly unity to nearly zero when some depth is reached.  Because of this sharp transition, we can

define as maximum detection depth zmax as the depth at which the detection probability is 0.5.

This depth depends logarithmically on signal level because of the exponential attenuation of the

signal with depth.  Thus, an order-of-magnitude increase in signal level provides an increase of

just over 10 m in depth.  This is just about 1 lidar attenuation depth, defined as α-1.  If the

attenuation coefficient is different from the value used here, these depth values scale linearly

with lidar attenuation depth.

The sensitivity to the false-alarm rate was investigated by calculating the maximum

detection depth as a function of the selected false-alarm probability for the same values of the

surface signal-to-noise ratio.  The results are presented in Figure 3.  We note that there is only a



slight dependence on false-alarm rate.  This implies that we can select a fairly low rate of false

alarms for a system without degrading the detection performance seriously.  It also implies that

we can select a nominal threshold level and obtain a simple expression for the maximum

detection depth.  A value of TNR = 3 results in a false-alarm probability of just above 0.1%.

Using this value, we can calculate that

The detection probability can be approximated by unity for depths above this value and zero for

depths below it.

Because of the interference with the surface, it is difficult to actually calculate SNR0.

Instead, we note that

where z is any arbitrary depth, and SNRz is the signal-to-noise ratio at that depth.  The

calculations were actually done with a fish school deep enough that the surface effects did not

contribute.

c. Peak Irradiance

The peak irradiance at any depth can be estimated by dividing the power reaching that

depth by the area of the beam at that depth.  The simplest expression is



where Pp  is the peak transmitted laser power and γ is the lidar divergence.  This expression does

not take into account the additional spreading of the beam because of multiple forward scattering

of light.  Because of this, it is higher than the actual value at large depths, and overestimates the

ocular hazard by an amount that is a complicated function of the water parameters.

Eq. (11) uses a simplified model of the initial irradiance distribution.  The assumption is

that the total laser power is uniformly distributed within a circular area defined by the laser beam

divergence times the distance from the laser.  The laser actually produces a Gaussian irradiance

distribution, where the reported beam divergence angle is the point where the irradiance has

dropped to exp(-2) of its peak value.  It is straightforward to show that the peak power for the

actual Gaussian beam is twice the average power calculated assuming a uniform distribution.

Therefore, we will use the higher value in the peak irradiance calculations.

d.  Eye Safety

The laser is a pulsed laser and delivers most of its energy in about 10 ns.  If a laser

transmits 0.067 joules of energy in 10 ns,  that corresponds to a peak power of 67 MW.  The

laser transmits a Gaussian shaped intensity pattern, and it can be shown that the center of the

beam has the highest intensity and that intensity is twice the peak power.  So for eye safety

calculations we use twice the peak power.   As the beam propagates away from the laser it

diverges and covers an area that can be calculated in m2.  We divide the peak power by the area

of the beam and get power density (W/m2).

The maximum recommended exposure for this type of laser (i.e., short pulses in the green

region of the spectrum) is about 300 kW/m2.  This level is noted in the plots as “Eye Safe”.  For

this type of laser, the light is focused by the lens of the eye onto the retina, where damage occurs

at higher light levels.

The mechanism for laser eye damage depends on the pulse length and the wavelength; for

the range of pulse lengths and wavelengths considered here, it is a thermo-acoustic mechanism

that only depends on the optical irradiance on the retina.  This is not true for much longer pulses

where thermal dissipation becomes important and the size of the spot on the retina is also



important.  The worst possible case is where all of the laser light incident on the pupil of the eye

is collected into a spot determined by the resolution limit of the eye.  In this case, the irradiance

on the retina is

where Dpupil is the diameter of the pupil, α res is the angular resolution of the eye, and f is the

focal distance.  The maximum diameter of the pupil will be about 1/3 of the diameter of the eye

for humans or for cetaceans.  The focal distance is about the same as the diameter.  Thus, we

have the approximate formula

for either humans or cetaceans.  Although it varies from individual to individual, the angular

resolution of the human eye is generally accepted to be about 1 minute of arc, or about 0.3 mrad.

Measured values of angular resolution for cetaceans are poorer than this (Mobley  1990), with

typical values of 1.60 to 1.80 mrad.  From this, we conclude that acceptable irradiance levels for

cetaceans are 30 to 40 times that for humans.  Clearly, the maximum recommended exposure

limits for humans are also safe for cetaceans.

4. Results

The general philosophy in performing the calculations was to define a baseline system

that is very similar to the current FLOE.   The actual baseline parameters are presented in Table

2.   Parameters were varied from this baseline value, and three calculations were made.  These

were SNR, maximum detectable depth, zmax, and peak irradiance as described in Section 3.



Figures 4 through 17 are plots of SNR vs depth with various lidar parameters.  Figures 18

through 27 are plots of maximum detectable depth, zmax vs various lidar parameters and Figures

28 through 32 are plots of laser power density vs depth for different lidar parameters.  Note also

that all of the “bumps” that occur at 50 m depth are due to a fish school being there.

a. Signal-to-Noise Ratio

The signal-to-noise ratio of the lidar return for the various cases is plotted as a function of

depth in Figures 4 through 17.  Unless explicitly stated, all parameter values are the baseline case

from Table 2.  The curves in these plots are very similar to the actual signals that would be

received with two important differences.  First, the received signal will not be so smooth; it will

include random fluctuations because of noise processes.  Second, it will not decrease indefinitely

with depth; it will decrease to the background level and remain constant thereafter.

b. Maximum Detectable Depth zmax

here are 10 graphs (Figures 18-27) that show zmax as a function of other lidar parameters.  zmax  is

the maximum depth of detection of fish.  We see that detection to a depth of about 40 m is

generally possible.  Under unfavorable conditions this can decrease to about 30 m, and under

favorable conditions it can increase to as deep as 60 m.

c. Peak Power Density.

Figures 28 through 32 are peak power density vs depth plots for various water and lidar

parameters.   Note that almost all cases are eye safe for humans, even at the surface.

5.  Conclusions

We have presented a standard fish detection lidar system that will detect our modeled,



16.5-ton school (~750 fish) of yellowfin tuna down to a maximum depth of about 40 m. Because

the maximum area of the laser beam is only 32% of the area occupied by our modeled fish

school, detection to 40 meters is actually predicted for smaller schools (~250 fish). Conversely,

if a fish school contains more fish or, is packed  greater than 2 body lengths or, is at shallower

depth or,  in clearer water  or, is more reflective, then detention is also predicted.  For lack of

better information we assumed that the reflectivity and depolarization of tuna were same as

sardines (13% and 30%, respectively).  This may or may not be a valid assumption.  More work

must be done to improve our knowledge of the reflection and depolarization characteristics of

fish.  The lidar system has many places where it could be improved as technology gets better.

For instance, a 446 nm wavelength laser looks like it could give general improvement in zmax and

a variable gain detector that could handle the surface reflection and have sufficient gain for

detecting the deep fish signal would be a real improvement. A logarithmic amplifier that matches

the large dynamic range of the detector would also help extend the fish detection depth.

Automatic receiver FOV adjustment for best SNR for the current background light conditions

would also be an improvement.
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