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Executive Summary 
 

Overview: This study is a fine-scale assessment of snow extent and depth for two areas within 

and surrounding Glacier and Rocky Mountain National Parks. The analysis was done for both 

the recent past, using MODIS satellite-based remote sensing, and in historic simulations and 

projections of future snowpack using a high-resolution hydrologic model. The fine scale 

hydrologic modeling allows for the consideration of snow processes such as dependence on 

terrain slope and aspect that are important to understanding high elevation snow persistence in a 

changing climate and were not considered in previous work.  

 

Methods: The report intentionally builds on previous work by McKelvey et al. (2011) extending 

that work by providing a higher resolution spatial scale analysis for two case study areas, and a 

broader range of future scenarios. Two areas were studied: a high latitude area near tree line 

within Glacier National Park, where tree line occurs at ~1800-2100 m (Figure 2-1) that is 

currently occupied by wolverines; and a lower latitude area within Rocky Mountain National 

Park, where tree line occurs at higher elevation (~ 3500 m) (ROMO, Figure 2-2). These sites 

were chosen to bracket the range of latitude and elevation wolverines currently occupy in the 

contiguous U.S. A detailed comparison of their methodologies and ours is provided in Table 2-1, 

and a discussion of results in Section 6. Note however that the primary difference between 

McKelvey et al. (2011) and this study is in the choice of study areas – west-wide vs. much 

smaller selected areas near treeline, which has implications for the biological hypotheses that 

may be addressed. Their work focused on May 1st snow depth as a proxy for May 15th snow 

disappearance, while we focus directly on May 15th snow disappearance. We also analyze our 

model results for the presence or absence of deeper snow (nominally greater than or equal to 0.5 

meters depth) on April 15th and May 1st.1 

 

The project uses methods from the peer-reviewed, published literature to:  

● Explicitly model the effects of slope and aspect, using fine-scale spatial models to 

analyze topographic effects on snow 

● Better represent the range of plausible future changes (climate scenarios) 

● Analyze year-to-year variability during the main study period (2000-2013, the years for 

which both MODIS satellite and hydrologic modeling were available) including wet and 

dry extremes within that period. We selected representative wet, dry, and near normal 

years from the main study period for detailed analysis and assessed how these would 

change under different future climate scenarios. For the two areas, these are:  

○ Representative years for GLAC: 2011 (wet), 2005 (dry), 2009 (near normal). 
○ Representative years for ROMO: 2011 (wet), 2002 (dry), 2007 (near normal). 

● Assessing change in snow persistence by elevation, with emphasis on elevations used by 

wolverines for denning in GLAC, 1500m -2250. 2 Linear regression of den site elevations 

 
1 The study originally focused on May 15th to compare to the McKelvey, et al (2011) study, and 

June 1st to bracket the snowmelt season. However, as the study progressed, biologists became 

more interested in April snowcovered area. 
2 Actual locations of specific dens are confidential and are not provided in this report. The full 

range in GLAC is ~1500m - ~2250. All but three of 14 documented dens in GLAC are between 
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and latitude in the contiguous U.S. indicated den sites in the ROMO study area would be 

located in an elevation range of 2700-3600 m, but documented den sites do not exist in 

ROMO (Guinotte, personal communication). In contrast to McKelvey’s study, which 

included , the modeling for our study areas are near tree line and above (~1000m – 3166 

m in GLAC, and ~2500 m – 4253 m in ROMO).  

 

MODIS Observed Historic Snowpack Variability Analysis: Satellite-based MODIS snowcover 

data was used to assess the historical variability of snowcover in the study areas and as a basis 

for the spatial evaluation of the hydrologic model simulations. The historical observed 

snowcover was analyzed for its dependence on terrain elevation and aspect (compass direction 

that the slope faces).  

● In GLAC, snowcovered area varies considerably by year, including wet years such as 

2011 with very persistent snow, years with strong melt in early May, such as 2012, or in 

late May (2009, 2001), and dry years (2004, 2005; Section 4.3).  

● Even in dry years, NE-facing slopes in GLAC tend to hold more snow and melt later in 

the season. There is > 80% snowcover above ~2000 m elevation on May 1 during dry 

years, and > 95% snowcover above ~1200 m during wet years (Figure 4-6).  

● In ROMO, snowcovered area also varies considerably by year (Section 4-4). 

● Northwest-facing slopes in ROMO tend to hold more snow even during dry years. In 

very dry years, snowcover peaks at intermediate elevations, suggesting that the high-

altitude snowpack may be particularly vulnerable in this region under warm/dry 

conditions (Figure 4-13). 

 

Future Snowpack Projections (Section 5): The Distributed Hydrology Soil Vegetation model 

(DHSVM) was run in historical simulations of the period 1998-2013. The model was validated 

against SNOTEL in-situ snow observations and MODIS snowcover. The model was then run for 

five scenarios of the future which represent a nominal 2055 climate. Scenarios were selected 

from CMIP5 global climate model (GCM) projections, and were chosen to span a large fraction 

of the range of the CMIP5 ensemble projections in each study area in terms of precipitation and 

temperature changes. Representative Wet, Near Normal, and Dry years were analyzed for the 

historical simulations and how each of these years plays out under these five future scenarios. 

The number of years (out of 16) with snow above 0.5m depth was also analyzed as was the 

change in snowcovered area (SCA) with depth greater than 0.5m. The average change in SCA 

and snow water equivalent (SWE) was analyzed as a function of elevation, and for GLAC was 

overlayed with the elevations of wolverine den sites.  

 

Data is available at:  ftp://ftp2.psl.noaa.gov/Projects/FAIR_paper_data/20200914_01/ 

 

While SCA changes provide an overall metrics for the study areas, the interpretation of these 

reported changes should be done with care.The area-wide SCA results include snowcover 

changes in both forested and above-treeline terrain, which may have different implications for 

 

1800 and 2000m (Fig. 5-22, 23); two are above 2000m and one is fbelow ~1500m. Our analysis 

highlights this 1800-2000m band, although results are reported below and above that band.  

 



7 September 2017 6 

wolverine biology. Acknowledging this limitation, SWE raster data was provided to the FWS for 

further analysis. 

 

For the study area in Glacier National Park (GLAC): 

• Projections for April 15th, May 1st, and May 15th snowcovered area and area with snow 

depth greater than 0.5 meters show declines on average in all scenarios, except for small 

increases in the Warm/Wet scenario and for almost all years (Section 5-11).  

• For April 15th for the study area as a whole (Figure 2-1), there is a decline of 3-23 percent 

in snowcovered area with light snowcover (depth  5 mm), and a 7-44% percent decline 

in area with significant snow (depth > 0.5 m) for the five scenarios considered, compared 

to the 2000-2013 historic average. For May 15th, the area with light snowcover declines 

10-36 percent, and the area with significant snowcover declines 13-50 percent (Tables 5-

4, 5-5) 

• On April 15th, the Warm/Wet scenario shows the least change in average SCA (2121 sq-

km) compared to the historic snowcover (2609 sq-km, 7% decline) for significant ( 0.5 

meter) snowcover. The largest decrease is the Hot/Wet scenario (1520 sq-km) with 44% 

decrease. Under the Hot/Wet scenario, the April 15th significant snowpack has been 

diminished below the level of the historic May 15th snowpack – a month shift (Fig. 5-14).  

• All projections show declines in the number of years with significant snow. In each study 

domain, the areas with frequent availability (at least 14 out of 16 years) of significant 

snow ( 0.5 m) become concentrated in smaller high elevation areas, as seen in the maps 

in Figs. 5-13, 5-14 (GLAC), and 5-20, 5-21 (ROMO). In contrast, lower elevation areas 

had the largest changes, or decreases in the number of years with significant snowcover.  

• Most of the known den sites are located between 1800 and 2000m in GLAC. Below that 

elevation band large snow losses are predicted (40-70% decreases for two of the 

scenarios, 16-20% for the other three), above that elevation band there is little change in 

SCA for four of the five scenarios (2-8%) except in maximum warming scenario (-40%, 

Figure 5-22). In that 1800-2000m band, the snowpack change is sensitive to elevation 

and to the particular future climate scenario. 

• This phenomenon of elevation-dependent snowpack change in the Western US is well 

supported in the literature. (Section 5-13)  

• For representative wet years, the higher elevations of our study areas experience only 2-

7% loss of snowpack under the scenarios with “least” change and the “central” change 

(Figure 5-8, 5-12), although for the dry years, losses range 18-57% (Table 5-5).  

• Modest declines in SWE may occur without affecting the area with significant snow 

depth. On May 1st, for areas at 1800m and above in GLAC, losses of ~10-30% SWE 

(Figure 5-23) result in losses of only ~10% snowcover. The implication is that the wet, 

cold climate of the GLAC study area could act as a “buffer” to change in the area of 0.5 

m deep snow on May 1st, at least at the elevations above 1800m. 

 

For the study area in and around Rocky Mountain National Park (ROMO): 

• Projections of May 15th Snowcovered Area in ROMO declines on average in all 

scenarios, except for small increases in the Warm/Wet scenario, and for almost all years 

(Section 5-12). 

• For April 15th for the study area as a whole (Figure 2-2), there is decline of 3-18% in area 

with light snowcover (depth  5 mm), and a change of -1 - +16 in area with significant 
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snowcover (depth > 0.5 m) for the five scenarios considered, compared to the 2000-2013 

historic average. For May 15th, the area with light snowcover declines 8-35 %, and the 

area with significant snowcover declines 6-38 percent (Tables 5-6, 5-7).  

• Snowcovered Area in ROMO (0.5 m threshold on May 15) generally declines in wet 

years, shows a slight increase in (1-5%) in some years for the Warm/Wet scenarios with 

increased precipitation.  

• One scenario with increased precipitation (Warm/Wet, giss) shows increases in April 15th 

SCA (Table 5-7). There are also slight increases in SWE for two scenarios at elevations 

at and above 3400m (Figure 5-25), but decreases in SWE for all scenarios below 3400m.  

• Although no dens have been documented in ROMO, the elevation band for denning, 

modeled by regression analysis, is estimated to be 2700-3600m (Guinotte, personal 

communication). On May 1st, modest declines in SWE of ~15% and less for areas at 

3400m and above result in losses of  result in losses of only ~10% snowcover (Figure 5-

24, 25). The implication is that the wet, cold climate of the higher parts of the ROMO 

study area could also act as a “buffer” to change in the area of 0.5 m deep snow on May 

1st. Below that band losses in SWE of 35% result in higher losses in SCA (20-65%), 

except in the scenario with least change (Warm/Wet, giss model). As in the denning band 

in GLAC, in that 2700-3600m band, the snowpack change is sensitive to elevation and to 

the particular future climate scenario. 

• The phenomenon of elevation-dependent snowpack change in the Western US is well 

supported in the literature. Studies have found little historical change in snowpack in the 

Western United States above approximately 2500m elevation despite observed warming 

trends. Other literature on this topic is discussed in Section 5.13. 

• ROMO exhibited more uncertainty in projections than GLAC, because compared to 

GLAC, the GCM climate projections for ROMO are more uncertain, i.e. have a larger 

spread, as to whether precipitation will increase or decrease (Figure 5-7).  

o For April 15th –May 15th, and for wet years, at the high elevations of the ROMO 

study area as whole, there is only modest loss of snowcover (13%) under most 

scenarios of change (Table 5-7, see 2011 representative wet year). However even 

in wet years, the area of significant snowpack can decline by up to 26% for the 

Hot/Dry climate change scenario on May 15th (Table 5-7). 

 

Elevation dependence of change (Section 5.13): In general, and supported by the literature 

(see section 5.13), the snowpack at the higher elevations of both areas is more responsive to 

precipitation change, while at lower elevations it is more responsive to temperature change. 

For GLAC, most of the observed and inferred den sites are located within the zone where 

temperature dominates the future effects of change, and therefore at elevations where the 

changes in snowpack are highly dependent on the climate scenario and also on elevation. For the 

elevation of den sites in GLAC (>1800m) loss of SCA on May 1st spans the range of 5-40% loss, 

with a 70% decreases for the Hot/Wet (miroc GCM) scenario (Fig 5-22). Above 2200m the 

losses are <5% for all but the Hot/Wet scenario. For ROMO, the range is at 3200 m elevation, 

the middle of the inferred range for wolverine there. However, at 3600m the loss of SCA in all 

scenarios is < 5% (Figure 5-24). 

 

Comparison with McKelvey’s results (Section 6): There are challenges in making a direct 

comparison between the studies due to differences in the goals and spatial scale. McKelvey 
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investigated persistence of even a light snowcover to May 15th as a correlate of wolverine 

habitat, as noted in Aubry et al (2008). This study focuses on high-elevation terrain and on the 

persistence of deeper snowpack.  

 

However, the following comparisons are valid:  

● McKelvey reported a 33% decline in snow cover for western North America for the 

2030-2059 period in their ensemble mean climate change scenario ("ensemble2040s"), 

and a 63% decline for the 2070-2099 period ("ensemble2080s"). The closest comparison 

with this study is to look at May 15th "light snow cover" (>= 5 mm SWE) for the Central 

scenario, compared to the Ensemble 2040s results. The Central scenario is not an 

ensemble mean, but similar to an ensemble mean, was chosen to represent the central 

tendency of GCM projections in the period 2041-2070.For this scenario, we find losses 

in >= 5 mm SWE of 24% in GLAC and 18% in ROMO (Tables 5-4 and 5-6). Because 

our modeling used smaller, higher elevation areas focused on denning, we would not 

expect our results to replicate the snow loss reported in McKelvey. We show smaller 

losses a decade further in the future. A similar discrepancy holds of one compares only to 

the Montana and Colorado statewide snow loss reported in McKelvey. Comparable 

scenarios for the 2080's were beyond the scope of this project.  

● Examining the data from McKelvey’s study in detail reveals that snowcover persists in 

the GLAC and ROMO study areas, even for the hotter of the two scenarios of change in 

their study (“miroc 2080’s”). The greatest loss of May 15th snowcover in McKelvey 

occurs at elevations lower than ~250m below treeline that were deliberately not included 

in the GLAC or ROMO study areas. (Figure 5-26). 

● McKelvey focused exclusively on the persistence of even light snowcover on May 15th. 

Because of the increased resolution of our study we are able to consider whether any 

pockets of snow with depth greater than 0.5 meters will persist in these areas. Results 

vary according to scenario, but generally show declines of 13-50% in SCA in GLAC and 

6-38% in ROMO for May 15th by the 2050s. We made projections for April 15th (which 

McKelvey did not), which shows declines of in SCA of 7-44% in GLAC and changes of -

16 - +1% in ROMO for April 1st by the 2050s. 

● Our results may reasonably be generalized to the high mountain ranges within the 

Rockies that lie between GLAC and ROMO, with projections on average wetter in 

GLAC. However, without further study we cannot reasonably extend our results to say 

whether or not snow refugia may persist in the Central Rockies below our study 

elevations (~1000m). Elevations below our study areas are where McKelvey indicates the 

greatest snowpack losses. Nor can we extrapolate to the Cascades with its very different 

maritime climate.  

● While it is difficult to compare the McKelvey et al (2011) results directly to the present 

study due to differences in methodology and focus, the qualitative picture remains – 

projected warming has a larger effect at lower elevations whereas projected precipitation 

changes may dominate the Springtime snowpack in the high country.  
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1 Introduction 

1.1 Motivation 
 

This report responds to the United States Fish and Wildlife Service (FWS) need for information 

on potential climate impacts to snow persistence. The North American wolverine (Gulo gulo 

luscus) is currently being evaluated for listing as a threatened or endangered species under the 

Endangered Species Act (ESA) and climate change effects on snow persistence was identified as 

an important factor for the future viability of the wolverine. The species was considered for 

listing in 2014, but FWS concluded that it did not warrant listing. They further concluded that 

there is significant uncertainty about how the effects of climate change will affect wolverines and 

their habitat in the foreseeable future, and that this uncertainty includes information on how fine-

scale changes in snowcover and persistence might affect denning site selection.  

 

This report provides FWS with a finer scale assessment of snow extent and depth at which 

extends previous work by McKelvey et al. (2011). We believe the inclusion of finer scale 

analyses as well as additional snow processes such as slope and aspect (the compass direction 

that the slope faces) are critical to understanding high elevation snow persistence in a changing 

climate. 

 

By design, our methods and models are chosen from the peer-reviewed, published literature. 

What we find, particularly with regard to the elevation dependence of snowpack change, is 

consistent with past research. 

 

Funding was provided by the U.S. Fish and Wildlife Service, Region 6 and the NOAA/Earth 

System Research Lab/Physical Sciences Division. This effort builds on work underway by the 

project team at NOAA/ESRL/PSD, the NOAA-University of Colorado (CU) Cooperative 

Institute for Research in Environmental Sciences (CIRES), and CU Department of Civil, 

Environmental & Architectural Engineering. We are grateful for the feedback from the many 

USFWS Region 6 biologists and managers who provided feedback, and in particular to Kevin 

Swensen. ‘We also acknowledge the World Climate Research Programme's Working Group on 

Coupled Modelling, and the modeling groups that supplied data to CMIP5. A glossary of terms 

is provided in Section 8. A complete set of snow projection data is available 

at  ftp://ftp2.psl.noaa.gov/Projects/FAIR_paper_data/20200914_01/.  

 

1.2 Project Objectives 
 

Persistent spring snowpack has been described as an important factor in determining suitable 

habitat for the wolverine, including Northern boreal forests and subarctic and alpine tundra 

(Aubry et al, 2007, Peacock et al, 2011). This relationship was the basis for the analysis by 

Copeland et al. (2010) and McKelvey et al. (2011) used in the previous FWS decision. In both 

studies, climate change projections of snowpack were used to characterize potential future 

wolverine habitat.  
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The goal of this effort is to identify the depth and persistence of spring snow in the future. Our 

primary objective is to advance scientific understanding of the current spatial extent of spring 

snow retention on the landscape, and the future temporal and spatial extent of snow retention 

through a thirty-year period, 2041-2070, centered on the year 2055. We aim to advance snow 

analysis and modeling to better support assessment of snow-related species, in the following 

ways:  

• Explicitly model the effects of slope and aspect, using fine-scale spatial models to 

analyze topographic effects on snow 

• Better represent the range of plausible future changes (climate scenarios) 

• Analyze extremes from the current year to year variability: we selected representative 

wet, dry, and near normal years from the main study period for detailed analysis and 

assessed how these would change under different future climate scenarios. 

 

Our strategy was to build on previous methods where possible to be comparable to work by 

McKelvey et al. (2011) and Copeland et al. (2010). We departed from their methods where 

necessary to take advantage of analysis techniques not feasible at the large scales used in the 

studies done by those authors. These include new scientific data and tools that are now available, 

including the following: 

• Use of a longer time series of satellite and in situ observations. 

• Analysis of historic snowpack variability to investigate the influences of topography on 

snowcover  

• Use of more recent climate model output and improved criteria for choice of climate 

change scenarios 

• Use of hydrologic modeling at highly resolved (250m) spatial scale for simulation and 

future projection of snowcover and depth for two case study areas in Glacier National 

Park and Rocky Mountain National Park. 

2 Project Overview and Background 

2.1 Overview 
 

We first reviewed the observed climate and variability, in order to provide context for future  

changes (Section 3). We next analyzed historic snow variability from satellite remote sensing of 

snow extent from the year 2000 to present to determine areas of greater and lesser sensitivity to 

climate drivers (temperature and precipitation), and identify possible snow refugia. Prior studies 

also show a relationship between terrain (slope and aspect) and persistence of snow (e.g. 

Lundquist and Flint, 2006) and thus this factor is potentially important under in a changed 

climate. (Section 4). We then did an intercomparison of the satellite observations of snow with 

that from the DHSVM hydrologic modeling study that includes a representation of slope and 

aspect (the compass direction that the slope faces) of the terrain and shading on the snowpack. 

Finally, the DSHVM hydrologic model was forced with five future scenarios of climate change 

for each of the two study regions (Section 5). These future climate scenarios were derived from 

the latest Coupled Model Inter-comparison Project Phase-5 runs (CMIP5, Taylor et al., 2012) 

which informed the latest Intergovernmental Panel on Climate Change (IPCC) report (IPCC 

AR5, 2013).  
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All methodologies were chosen to be consistent with those used in existing peer-reviewed work; 

a peer-reviewed publication based on this effort is in press (Barsugli et al. 2020). 

2.2 Study Areas 
 

High-resolution hydrologic modeling was needed to provide fine scale analysis of snow. 

However, given time, funding and computational constraints, it was necessary to limit the study 

domain to two areas of about 1,500-3,000km2 for high-resolution analysis. Two study areas 

representing core and peripheral habitat regions in the northern and central Rocky Mountains 

were identified in consultation with FWS Region 6 personnel (Figures 2-1 and 2-2). We 

bracketed the extent of wolverine habitat conditions in the lower 48, because we were restricted 

to smaller areas for analysis. The two sites chosen included a high latitude, (relatively) low 

elevation area within Glacier National Park (GNP, Figure 2-1) that is currently occupied by 

wolverines and a lower latitude, high elevation area within Rocky Mountain National Park 

(RMNP, Figure 2-2) that has had recent documented wolverine occurrence and could be a 

potential reintroduction site for wolverines. Both model areas encompassed elevations from 

~250m below treeline to maximum elevation in each domain (962 m – 3166 m in GLAC, and 

2563 – 4253 m in ROMO).3 This elevation threshold was chosen for the analysis by FWS to 

represent the areas with known denning activities by wolverines. Note that we use the 

abbreviations GNP and RMNP to refer to the parks, vs GLAC and ROMO to refer to the study 

areas. 

 

The analysis for the GLAC and ROMO study areas is presented in separate sections, repeating 

descriptions to make the material self-contained for the reader who may read about only one 

area; similarly, complete captions are given for each area. 

 

 

 
3 The lowest elevation of each area was not a fixed elevation, but varied somewhat depending on 

the elevation of the lowest pixel in each hydrologic basin modeled, 962m for GLAC and 4253m 

for ROMO. 
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Figure 2-1. Glacier National Park (GLAC) Study Area. The high-resolution study area domain (blue 

outline) consists of high-elevation areas within and in the vicinity of Glacier National Park (GLAC) 

including the northern Rocky Mountains in northwest Montana, bordering Canada. SNOTEL stations 

indicated by red dots, and are also listed in Table 5-1. Study areas were chosen to encompass areas with 

elevations from the ridgetops down to ~200m below treeline and do not follow National Park boundaries. 

Tree line occurs at ~1800-2100 m in GLAC. Note that we use the abbreviation GNP to refer to the park, 

vs GLAC to refer to the study areas. 
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Figure 2-2. Rocky Mountain National Park (ROMO) Study Area. The high resolution domain (blue 

outline) consists of high-elevation areas within and in the vicinity of the Park (green outline) including the 

northern Colorado Front Range and Never Summer mountain ranges. SNOTEL stations indicated by red 

dots, and are also listed in Table 5-1. Study areas were chosen to encompass areas with elevations from 

the ridgetops down to ~200m below treeline and do not follow the National Park boundary. Tree line 

occurs at a higher elevation in ROMO (~ 3500 m) than GLAC (~1800-2100 m). Note that we use the 

abbreviation RMNP to refer to the park, vs ROMO to refer to the study area. 
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2.3 The West-wide context of future climate 
 

Global climate models (GCMs) are the primary tools used by climate scientists to examine the 

nature of climate change during the 21st century. These models reveal both the uncertainty of 

climate projections as well as underlying regional patterns of change. This section provides a 

west-wide context for the specific choices of future climate scenarios that will be discussed later 

in the report.  

 

Understanding the uncertainty of climate projections is commonly approached through 

comparison of the results from multiple climate models (e.g. IPCC, 2013). There are currently 

about 20 modeling centers worldwide that provide output from their best model or models to be 

considered in the Coupled Model Inter-comparison Project Phase-5 (CMIP5, Taylor et al., 2012), 

an international, coordinated modeling project which informed the most recent 

Intergovernmental Panel on Climate Change (IPCC) assessment report (IPCC AR5, 2013). When 

we quantify regional changes in climate variables such as temperature and precipitation by a 

particular time horizon in the 21st century, we find a large spread in the extent of warming and 

changes in precipitation, including both increases and decreases in precipitation, as shown in 

regional maps (Figure 2-4 and described further in Section 5). For temperature change, much of 

this spread (or uncertainty) is a result of the difference among the formulations of the GCMs 

(e.g., their climate sensitivities), whereas for precipitation it is both the differences among GCMs 

and internal climate variability. Some difference also comes out of the choice of future 

greenhouse gases (GHG) emission scenario. However, the differences among greenhouse gas 

emissions scenarios is less at mid-21st century compared to later in the century, and is much 

smaller than other sources of uncertainty at the regional scale (IPCC, 2013).  

 

In addition to uncertainty, the CMIP5 climate models also reveal regional patterns of change. 

Figure 2-3 shows projected annual and seasonal temperature and precipitation changes by 2050 

(2035–2064) over the western U.S., including the northern and central Rocky Mountains, from 

an ensemble of the 34 climate models used for this study under the RCP 8.5, a high-end 

emissions scenario. The large maps show the average change for all of the models (n=34) for that 

season, and the small maps show the average changes of the highest 20% and lowest 20% of the 

models, based on the statewide change for Colorado in temperature or precipitation. For much of 

the central and northern Rockies, all models show a substantial warming (+2.5°F to +5.5°F). 

While fewer models agree about the direction of precipitation change west-wide, even the lower 

(drier) 20% of the models show an increase in winter precipitation for the area around GNP, 

although there is less agreement for the central Rockies area including RMNP.  

 

The uncertainty of climate change motivates the choice of several future climate scenarios for 

each study region. The regional patterns of change indicate that the range of the climate 

scenarios chosen will differ somewhat from region to region. The GCM output, and the specific 

selection of future climate scenarios for this study are discussed further in Section 5. 
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Figure 2-3. Projected changes in temperature (left) and precipitation (right) by 2050 over the 

western US for winter and spring. Climate projection data are from an ensemble of 37 CMIP5 GCMs 

under RCP 8.5. The large maps show the mean change of all models. Small maps show mean changes 

from upper 20% (n=8) and lower 20% (n=8)of the models based on statewide change in Colorado in 

temperature (note: figure originally from a report for Colorado). . All anomalies are calculated based on 

2035-2064 relative to 1971-2000. Adopted and modified from Lukas et al., 2014. (Data source: CMIP5 

projections re-gridded to 1-degree grid, Reclamation 2013; http://gdo-dcp.ucllnl.org/). 

 

2.4 Comparison between our analysis and that of Copeland and McKelvey 
 

The Copeland et al. (2010) and McKelvey et al. (2011) studies were an integral part of the 

previous FWS decision process. Therefore, we present here a detailed comparison of their 

methodologies and ours, to establish both how our methodologies followed theirs when 

appropriate, and diverged where new data or updated methods were available. A summary of the 

most salient similarities and differences between our work and the studies used previously is 

presented in Table 2-1.  

  

http://gdo-dcp.ucllnl.org/
http://gdo-dcp.ucllnl.org/
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Table 2-1: Modeling Methods Compared to McKelvey 
 

 
McKelvey (Littell) This Study 

Spatial Resolution 
(modeling) 

VIC model – 1/16 degree (~5km 
x 7 km, ~37km2 cell)  

DHSVM model - 250m x 250m UTM 
grid (~0.0625 km2 cell)  

Spatial Extent Westwide except California and 
Great Basin  

ROMO and GLAC study areas, ~300 
m below treeline and above 

Process 
differences 

Slope and aspect were not 
modeled and the mountains 
were assumed to be flat from a 
solar radiation process, implicit 
elevation bands.   

Slope, aspect, shading, explicit fine 
scale elevation effects.  

Validation None specific to snow  Comparison to SNOTEL (ground 
stations) and MODIS (satellite)  

Future Scenarios Delta Method; “2045”;”2085”; 
from 3 GCMs selected to span 
westwide temperature 
changes.  

Delta Method: ”2055” from 5 
GCMs spanning regional changes in 
temperature and precipitation 

Analysis Changes in long-term mean 
snowpack only 
 

Means and variability, including 
wet, near normal and dry years.  

Snow 
representation  

Binary snow/no snow at 13 cm 
snow depth  

Analyzed snow depth at two 
thresholds: 5mm of SWE (‘light 
snow’) and 0.5m depth (‘significant 
snow’) 

 

Both Copeland et al (2010; hereafter, simply Copeland or the Copeland study) and McKelvey 

present analysis based on satellite remotely-sensed snowcover from the MODIS. For example, 

Copeland calculated the number of years with snowcover on May 15th as detected in the MODIS 

snowcover dataset, by calculating a snow disappearance date. They found that most (45 of 75) 

North American den sites were in areas that snowcover persisted with 6 or 7 out of 7 years on 

May 15th. We also provide a historical analysis of remotely sensed snowcover from MODIS. We 

also investigated the of number of years of snow persistence for our study areas, however, the 

new MODIS product has two advantages over that available at the time of their study, 1) 

improved snow detection (snowcovered area, SCA), and 2) 17 years of MODIS data is now 

available vs the 7 available to Copeland and McKelvey. Furthermore, we investigated the 

relationships between snowcover persistence and both elevation and aspect (the compass 

direction of the slope face).  

 

Both McKelvey et al. (2011) (hereafter, simply McKelvey or the McKelvey study) and the 
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present study investigate projections of snowcover using a distributed hydrologic model. The 

McKelvey study focused its’ analysis on May 1st snow depth simulated by the Variable 

Infiltration Capacity hydrologic (VIC) hydrology model (1/16 degree, ~5km x 7 km), “flat” 

gridboxes, or cells, with no slope aspect dependence). The May 1st snow depth was then 

converted into a proxy for May 15th snow disappearance by applying a threshold of 13 cm – a 

procedure they refer to as “cross-walking”. All subsequent calculations of theirs were done using 

the May 15th snowcover proxy. The VIC model runs were documented in Littell et al. (2011) and 

were based on meteorological inputs from Elsner et al. (2010). The present study uses the 

Distributed Hydrology Soil Vegetation (DHSVM) model, which was developed by the same 

group at the University of Washington for fine-scale simulations, and shares many model 

components with the VIC model. The primary output of DHSVM is snow water equivalent 

(SWE). We investigate several thresholds for converting SWE to “snowcover”. Conversion of 

SWE to snow depth is done using empirically derived conversion factors relevant to Spring.  

 

To generate future climate scenarios, Littell (on which McKelvey results are based) used the 

“delta method” (described later in Section 5) for the projected changes in climate compared to 

present day. This study also uses the “delta method,” applied in a similar manner. The McKelvey 

study used a range of temperature change to select GCMs representing the range or spread of 

future scenarios. As shown below in Section 5.10 and Figure 5.7, their chosen future scenarios 

reflect a range of precipitation in GLAC, but in ROMO, the three scenarios have similar 

precipitation changes. This project selected a larger number of future scenarios based on changes 

in both temperature and precipitation, to be consistent with recommended strategies for 

incorporation of uncertainties into the assessment of impacts and developing adaptation 

strategies (e.g. Symstad et al, 2017, Fisichelli et al, 2016 a, b, Star et al, 2016, and Rowland et al, 

2014, see Section 5-8). 

 

Analysis metrics, including the time frames of the projections differ somewhat between the two 

studies. The McKelvey study calculated a metric for a historic period (1915-2005 average) and 

two futures, 30-year averages around “2045” and” 2085.” This study focused on a 30-year period 

around mid-century, “2055” to focus on FWS’ time horizons for the wolverine and due to time 

and computational constraints given the project budget. Calculations for a later period using the 

CMIP5 climate models (e.g. ~2100) and our methods could easily be made, but were beyond the 

scope of this project.  

 

We provide analysis for two thresholds of snow amount, a “light” snowcover (5 mm of snow 

water equivalent [SWE]), and significant, or “heavy” snowcover (equivalent to 0.5 m of snow 

depth). Because the Littell dataset that McKelvey used only includes May 1st snow depth 

simulation (and not May 15th), McKelvey’s study chose a 13 cm snow depth on May1st as a 

proxy for snow disappearance by May 15th. We instead chose to use a much lighter threshold for 

presence/absence of snow on May 15th itself. Our threshold of 13mm SWE was originally chosen 

to be comparable to McKelvey’s snow depth. Our assumptions are discussed further in Sec. 5.6.  

 

For the purposes of determining the presence or absence of snow we use a 5mm SWE threshold. 

It is common modeling practice to use a low threshold for snow disappearance rather than using 

a strict criterion of zero, due to peculiarities with the model’s numerical accounting for snow 

(Ben Livneh, pers. comm.) In addition, the effect of small dustings of springtime snowcover on 
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previously bare ground were also minimized by this choice. The biologists we worked with also 

were concerned with analyzing the presence of “significant snow” which we defined as  0.5 m 

of snow depth. The value of  0.5 m was arrived at by an analysis of the modeled snow depth at 

known wolverine denning sites in Glacier National Park (see Section 5, Table 5-2). With the 

exception of one site that had melted out by May 15th, the other sites all have snowpack between 

0.4 and 2.4 m. Note that SWE is a measure of the water content in the snowpack; to estimate 

depth, we assume a bulk density of the snowpack (see Section 5-5).  

 

An important difference between this study and prior work by Copeland et al. (2010) and 

McKelvey et al. (2011) is the spatial scale of results. McKelvey and Copeland both presented 

results on a regular 1/16 degree latitude-longitude grid, in which each cell, or gridbox is ~5-7 km 

on a side. These cells were assumed to be flat in the model-- that is they do not incorporate slope 

or aspect information in their surface energy balance. The result of this is north-facing slopes are 

treated identically to south-facing slopes. Our study uses the Distributed Hydrology Soil 

Vegetation Model (DHSVM) originally developed by Wigmosta et al. (1994)4 for simulating the 

snowpack at 250m x 250m resolution that incorporates other physical drivers of snowpack (a 

complete energy balance at the surface, a 2-layer snow model, and a 2-layer vegetation canopy 

model) and allows analysis of snow at different slopes and aspects (slope directions). The VIC 

modeling included the option for elevational snow bands within the VIC grid (Jeremy Littell, 

pers. comm.) but the snow band information was not explicitly used. Therefore, sub-grid scale 

elevational effects are implicit and approximate in the VIC model whereas it is explicitly 

modeled at the 250m-scale in DHSVM. A visual comparison of the gridbox sizes is shown in 

Figure 2-4 for further description of the terminology used to describe spatial resolution, see 

“resolution” in the Glossary (Section 9). Neither VIC nor DHSVM include the effects of wind or 

avalanche redistribution of snow (see section 5-10 for additional modeling caveats). 

 

It should be noted there are tradeoffs between our strategies and the methods of Copeland and 

McKelvey. The finer scale analysis presented in this report integrates slope and aspect with 

respect to snow accumulation and retention that are thought to be important for maintaining 

snow refugia for denning sites (see Fig 2 in McKelvey et al 2011), and for elevations where 

wolverine dens have been observed. The disadvantage of this improvement in spatial resolution 

is that the high-resolution modeling is computationally intensive. We were only able to analyze 

two study areas due to these computational constraints and the short time to meet FWS 

deadlines. The Copeland and McKelvey projects analyzed a much larger domain, including most 

of the wolverine range in the continental US, but does not provide detailed analysis of any 

habitat area. 

 

 
4 The most up-to-date documentation of the DHSVM model, including changes to the model 

subsequent to the original reference, is available from the following website: 

http://www.hydro.washington.edu/Lettenmaier/Models/DHSVM/documentation.shtml) 
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Figure 2-4. Visual comparison of resolution of our study (left) and the McKelvey study. Maps of the 

GLAC study area illustrate the differences in the resolution of the two studies, ours on the left and 

McKelvey on the right. Our case studies analyze two high elevation areas on a UTM grid, 250m x250 m, 

with the area of each gridbox analyzed is 0.0625 km2 resolution (left) (0.0625 km2). The McKelvey study 

used data at 1/16 grid (right). At 48°N latitude, Glacier National Park, these gridboxes are slightly 

smaller than ~5km by 7 km (~37km2) resolution. Grid boxes at Rocky Mountain National Park (not 

shown, southern extent at ~40°N), are also ~5km by 7 km. Left image from John Guinotte. See also Table 

2-1 for additional description of modeling methods compared to McKelvey. 

3 Observed Climate and Variability  
 

Key Points: 

 

• Both study areas show upward trends in both temperature and freezing level 

• Surface Air Temperature and Atmospheric freezing level are related, with a stronger 

relationship in ROMO (that is, a greater change in freezing level for a given surface air 

temperature change)  

• There is year-to-year variability in historic temperature, precipitation, and hence the 

snowpack, leading to some extreme wet and dry years that were chosen for study: 

o Representative years chosen for GLAC: 2011 (wet), 2005 (dry), 2009 (near 

normal). 

o Representative years chosen for ROMO: 2011 (wet), 2002 (dry), 2007 (near 

normal). 
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3.1 Introduction 
 

This section presents a historical analysis of the winter and spring climate variability for the two 

study regions, GLAC and ROMO, in order to provide context for future changes. This section 

includes a discussion of trends in temperature and freezing level; historical year-to-year 

variability in cool season (October – May) temperature and precipitation for the study areas, 

choice of representative years during the simulation period for cool/wet, warm/dry, and near 

normal conditions for the two areas; and a ranking of the representative years in a longer climate 

record. Later in the report, we will assess what the wet, dry and near normal years of the future 

may be like. A complete description of regional climate is beyond the scope of this project, but 

may be found in e.g. McWethy et al (2010), Garfin et al (2014), Lukas et al (2014), Shafer et al 

(2014), and citations therein.  

 

3.2 Background Material: Trends in Surface Temperature and Freezing Level in the 
Study Areas 

 

Temperature strongly influences hydrologic processes such as snowpack accumulation, and 

timing of snowmelt. Here we present some background material on observed trends in surface air 

temperature and on the freezing level in the atmosphere, and how these two quantities are 

related.  

 

Both the Glacier and Rocky Mountain areas show a trend of increasing surface air temperature in 

the winter season (October-May, Figure 3-1), consistent with trends that have been observed 

west-wide (Garfin et al 2014; Lukas et al 2014; Shafer et al 2014). While winter season 

temperatures vary inter-annually, linear regression of these data (not shown) indicates about a 

1.4 oC increase in temperature from 1948-2015 for an area around Glacier, and about a 1.2 oC 

increase around Rocky Mountain National Park.  

 

Atmospheric freezing level height (FLH) represents the altitude in the free atmosphere (that is, 

away from the surface and its immediate influence) where the temperature is 0 °C. Above this 

level, the temperature of the air is typically below freezing. Freezing in the free atmosphere is 

indicative of the level above which precipitation falls as snow rather than rain. Freezing level 

height can have a strong influence on freeze-thaw processes in high-elevation regions (Bradley et 

al 2009). As with winter season temperatures, freezing level varies over time (Figures 3-2, 3-3), 

but linear regression (not shown) indicates about a 160m increase in the freezing level for 

Glacier (Fig 3-2), and about a 170 m increase in the freezing level for Rocky Mountain (Fig 3-3). 

 

 



7 September 2017 21 

 
Figure 3-1. Historical trends in cold season (October-May) temperature for the Glacier National 

Park (GNP, left) and the Rocky Mountain National Park (RMNP, right). The plot shows year to year 

variability and anomalies in historic average October-May temperature between 1948-2015. Data is from 

the TopoWx 800m-resolution gridded dataset for a rectangular grid surrounding the GNP (47-49.4N; 

112.33-115.17W) and RMNP (39.9-40.5N; 105.5-105.8W). Anomalies are relative to the 1971-2000 

period. The grey curve shows a 10-year running mean trend. Linear regression (not shown) indicates 

about a 1.4 oC increase in temperature in GNP during this period, and about 1.2 oC increase in 

temperature in RMNP. 

 

 
Figure 3-2. Historical trends in cold season (October-May) atmospheric freezing level for the 

Glacier National Park. Year to year variability in historic freezing level estimates. Data from the 

NCEP/NCAR Global Reanalysis 2.5o x 2.5o grid data from the North American Freezing Level Tracker, 

graphic provided in English units (NAFLT, http://www.wrcc.dri.edu/cwd/products/). The plot shows 

average October-May freezing level estimates for a broad atmospheric column in a gridbox centered over 

GNP (48.76N and 113.79W). Linear regression (not shown) indicates about 530 ft (160 m) increase in the 

freezing level over the period 1948-2015.  



7 September 2017 22 

 
Figure 3-3. Historical trends in cold season (October-May) atmospheric freezing level for the Rocky 

Mountain National Park. Year to year variability in historic freezing level estimates based on 

NCEP/NCAR Global Reanalysis 2.5o x 2.5o data from the NAFLT, graphic provided in English units, 

http://www.wrcc.dri.edu/cwd/products/). The plot shows average October-May freezing level estimations 

for a broad atmospheric column in a gridbox centered over RMNP (40.34N and 105.69W). Linear 

regression (not shown) indicates ~560 ft (170m) increase in the freezing level over the period 1948-2015.  

Figure 3-4 illustrates a strong relationship between freezing levels and surface air temperature 

change for both regions in October-May with explained variance (R2) close to 0.8. For GLAC (3-

1, left), a 1oC anomaly in temperature equates to about a 115 m increase in the freezing level, 

over the period. For ROMO, for 1oC increase in temperature there has been about a 180 m 

increase in the freezing level (3-1, right). If these historical relationships hold in the future, the 

larger change in freezing level for the ROMO study area could indicate a greater sensitivity of 

snowcovered area to rising temperatures.  

 

 
Figure 3-4. Relationship between temperature change and freezing level shifts for areas around 

Glacier (GNP, left) and Rocky Mountain (RMNP, right) National Parks. Note the difference in the y-

axes due to the different Park elevations. There is a strong relationship between historic freezing levels 

and temperature change for both regions in Oct-May with R2 close to 0.8. For GNP, there is about a 115 

m (375 ft) increase in the freezing level for 1oC increase in temperature, whereas, for RMNP, there has 

been ~600 ft (180 m) increase in the freezing level for 1oC increase in temperature. 
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3.3 Exploring Year-to-Year Weather Variability through the Choice of 
Representative Years for Detailed Analysis  

 

One of the primary study goals is to extend the analysis to include the effects of climate change 

on extreme years both for years with high- and low- spring snowpack. This is in contrast to 

McKelvey et al (2011) who studied only the effect of climate change on the long-term average 

snowpack. Our historical snowpack analysis (Section 4) was performed for the entire period 

2000-2013 and the hydrologic modeling (Section 5) for 1998-2013, and then assessed now these 

wet, dry, and near normal years might change under several climate change scenarios. To capture 

the weather variability within these periods we focus some of our analysis in Sections 4 and 5 on 

a representative wet, dry, and near normal year for each study area. Nonetheless, results from all 

years were computed.  

 
Table 3-1: Historical Percentiles of precipitation and temperature for the representative dry, 
near normal, and wet years for GLAC and ROMO study areas.  

 
 

 

To drive our choice of representative years, we investigated historical cold-season (October-

May) temperature and precipitation anomalies and MODIS-based snowcovered area for 2000-

2013. Years were chosen within that range to represent a cool/wet year with high spring 

snowpack, a “near normal” year, and a “dry” year with low snowpack. Figure 3-5 shows 

scatterplots of the anomalous precipitation (as % of average) and temperature (degrees Celsius) 

for each year of the primary study period (2000-2013) for the two study areas. For both study 

areas, the 2011 winter stands out as a particularly large (cool/wet) anomaly.  

 

 



7 September 2017 24 

 

The choice a dry year for GLAC points to 2005. Examination of the time series of Snowcovered 

Area (SCA) derived from the MODIS satellite product (Figure 3-6) corroborates this choice. For 

ROMO the hot/dry year 2012 with exceptionally low snowcover was first chosen. However, 

modeling difficulties encountered in the model validation procedure described in section 5.4.2 

led to the need to find an alternative “dry” year for ROMO. The scatter plot in Figure 3-5 

indicates that 2004 or 2002 might both be good alternatives, and both of these years had 

adequate modeling success. Because 2002 had lower Spring snowcover (Rigure 3-6), and 

because it was a widely agreed upon drought year in Colorado, we chose to use 2002 as the 

representative “dry” year for ROMO.  

 

For the choice of near-normal year, 2007 is indicated for ROMO, as that is closest to the center 

of the scatterplot in Figure 3-5. A number of choices would seem plausible for GLAC, however 

as no one year stands out as “most normal.” To further guide our choices of representative years, 

we looked at the elevation profiles of SCA for the various years, and 2009 was chosen. We show 

the SCA as a function of elevation within the study areas (Figure 3-6cd) for the representative 

years. These plots indicate that the elevation profile of observed snowcover in our chosen near-

normal years closely follow the median profile for 2000-2013.  

 

 

Figure 3-5. Cold Season (October – May) average temperature and precipitation anomalies 

compared to the 1981-2010 average for the GLAC (left) and ROMO (right) study areas. Relatively 

warm/dry winters are in the upper left quadrant, cool/wet in the lower right quadrant. Individual years are 

labeled (00=2000, 01=2001, etc); unlabeled dots represent data from 1951-1999 to illustrate the broader 

climatological range of year to year variability. Circles around the year show the representative case study 

years Warm/Dry (red, 2005 in GLAC, 2002 in ROMO), Near Normal (green, 2009 in GLAC, 2007 in 

ROMO) and Cool/Wet (blue, 2011 in both areas). Data is from the Livneh (2014) dataset. Average is 

taken over a rectangular area in latitude and longitude surrounding the study areas GLAC (48N-

49N,112W–114.5 W), and ROMO (39N – 41N, 105W-107W). The historical percentiles of precipitation 

and temperature for the representative dry, near normal, and wet years are provided in Table 3-1 (both 

areas), and Table 3-2 (GLAC) and Table 3-3 (ROMO.) 
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Figure 3-6. Snow covered area year to year variability (left) and elevation profiles (right). Left 

panels show SCA from MODIS by year for May 1 (blue), May 15 (red), and June 1 (gray), for GLAC (a) 

and ROMO (b). Dry, near normal, and wet representative years are circled for each study area.Right 

panels (c, GLAC) and (d, ROMO) show SCA as a function of elevation for May 1 and June 1. Note that 

the “near normal” study years (green lines) are close to the median profile (black lines).  

 

3.4 The Study Period in the Longer Climate Record 
 

Because the study period is 14 years long, the question arises as to how “extreme” the wet and 

dry years are in the longer climatological record. To address this question, we analyzed how 

often the temperature and precipitation anomalies for the study years are likely to occur in the 

longer (1950-2013) climatological record by computing their percentiles. Percentiles were 

calculated by ranking the data and using the following formula: percentile = (rank – 0.5)/(total 

number of years). Note that the exact rankings and percentiles may differ based on the 

underlying dataset and interpolation methods used, as the study areas have relatively few 

observing stations. However, percentiles calculated from the PRISM dataset (not shown) yield 

qualitatively similar results to those found below. 

 

The percentiles of October – May precipitation and temperature averaged over the study areas 

are shown for the representative wet, near normal and dry in Table 3-1 for both study areas. The 

percentiles are calculated based on the 63 total years in the 1951-2013 period of the Livneh 

(2014) dataset. For GLAC, October – May 2011 was at the 98th percentile of precipitation and 
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the 6th percentile of temperature, while 2005 was at the 6th percentile of precipitation and 83rd 

percentile of temperature. For ROMO, 2011 was in the 96th percentile of October – May 

precipitation, but only the 36th percentile of temperature, and while anomalously cold was not 

extreme in temperature. 2002 was in the 4th percentile of precipitation, but only near the median 

in temperature.  

 

For further reference, Tables 3-2 (GLAC) and 3-3 (ROMO) show the percentiles of precipitation 

and temperature for the entire study period, 2000-2013, as well as the percentiles for the April – 

June melt season. Even though the low precipitation was more extreme in 2002 than in 2012, the 

temperature was not. This is reflected in the MODIS spring snowcover (Figure 3-6), where 2002 

was low, but not as nearly extreme as in 2012.  



7 September 2017 27 

Table 3-2: Percentile of temperature and precipitation anomalies for GLAC study area based 
on the 1951-2013 period. Percentiles are shown for both the October – May cold season and 
for the April – June melt season. 

 
 

Table 3-3: Percentile of temperature and precipitation anomalies for ROMO study area based 
on the 1951-2013 period. Percentiles are shown for both the October – May cold season and 
for the April – June melt season.  
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4 MODIS Observed Historic Snowpack Variability Analysis 
 

Key points  

 

• In GLAC, snowcovered area varies considerably by year, including “wet” years such as 

2011 with very persistent snow, years with strong melt in early May, such as 2012, or in 

late May (2009, 2001), and “dry” years (2004, 2005; Section 4.3).  

• Even in dry years, NE-facing slopes in GLAC tend to hold more snow and melt later in 

the season. There is > 80% snowcover above ~2000 m elevation on May 1 during dry 

years, and > 95% snowcover above ~1200 m during wet years (Figure 4-6).  

• In ROMO, snowcovered area also varies considerably by year (Section 4-4). 

• NW-facing slopes in ROMO tend to hold more snow even during dry years. In very dry 

years, snowcover peaks at intermediate elevations, suggesting that the high-altitude 

snowpack may be particularly vulnerable in this region under warm/dry conditions (Fig 

4-13). 

 

4.1 Introduction 
 

In this section, we perform an analysis of the variability of snowcover in the historical period 

2000-2016 using gridded snowcover data acquired by the Moderate Resolution Imaging 

Spectroradiometer (MODIS) on board the Terra satellite. The dataset and methodology of 

analysis is first described. The analysis for the GLAC and ROMO study areas are then presented 

in separate sections, repeating descriptions to make the material self-contained for the reader 

who may read about only one area. Each section consists of analysis of the following: a) total 

snowcovered area (SCA), b) SCA fractional area as a function of eight compass directions of 

slope aspect (octants), and c) elevation dependence. 

 

4.2 Dataset and Methods 

4.2.1 Data sub-setting and re-projection 
 

We downloaded selected MODIS/Terra daily snowcover data on a 500m grid from the recently 

released version 6 (MOD10A1.006) (Hall and Riggs, 2016). All data from geographic tiles 

h09v04 (ROMO) and h10v04 (GLAC) were downloaded for days between March 1 and July 1 

for all years from 2000 to 2016.5  

 

The MODIS data are available in daily files, one for each tile, and georeferenced to an equal-area 

sinusoidal projection. Each tile covers 10° x 10° at the equator or approximately 1200 km by 

1200 km, with a nominal pixel resolution of 500 m (actual resolution 463.313 m). To bring the 

data to the same grid as used in the hydrologic modeling necessitated re-projection of the data 

 
5 Note that MODIS data was obtained for April, but FWS’ interest in April arose after 

completion of this part of the project, so June 1st but not April dates are shown in the graphics for 

this section. 
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onto a Universal Transverse Mercator Grid. We used the MODIS Reprojection Tool 

(https://lpdaac.usgs.gov/tools/modis_reprojection_tool) to subset the daily tiles to the areas of 

interest and re-project the subsetted areas to UTM grids with a pixel resolution of 250 m using 

nearest-neighbor resampling. The ROMO study area perimeter falls at the corner of tile h09v04, 

and extends slightly beyond the tile boundaries at its southern tip. We excluded this extension of 

the study from our analysis. Parameters for the MODIS data reprojection are provided in Table 

S4-1.  

 

4.2.2 Converting Normalized Difference Snow Index to Binary (yes/no) Snowcover 
 

To better align our analysis with that in Copeland and McKelvey’s work we wanted to use a 

daily binary (yes/no) snowcover value. However, one main obstacle had to be overcome -- 

snowcover was characterized differently in the versions of the MODIS data that Copeland used 

and in the current version. The prior work by McKelvey and Copeland both used Collection 4 of 

the MODIS data which provided them with a binary snowcover classification for each pixel on 

each day (clouds permitting). Collection 4 data are only available for the years 2000-2007, 

necessitating the use of the more recent MODIS Collection 6 products for the present study. 

However, Collection 6 does not include a binary daily snowcover product. Instead, snowcover is 

identified using the Normalized Difference Snow Index (NDSI).  

 

NDSI is reported as a ratio, with values ranging from 0.00 to 1.00 (scaled and reported as 0 to 

100 in the data files). The NASA guidance on conversion was not definitive: “If a user wants to 

make a binary SCA [Snowcovered Area] from the C6 [Collection 6] product they can set their 

own NDSI threshold for snow using the NDSI_Snow_Cover or the NDSI data or a combination 

of those data.” (NASA, 2016). In lieu of a prescription, we chose to follow the procedure used by 

NASA to produce the 8-day composite snowcover product; we applied a threshold of NDSI > 0.1 

to the daily MODIS NDSI values to indicate the presence of snow in a pixel on a given day.  

4.2.3 Snow disappearance date and snowcover on a given date 
 

As in Copeland et al (2010), we calculate a snow disappearance date for each year at each pixel. 

We define the Snow Disappearance Date (SDD) as the first day after March 1 in which 

NDSI/100 was less or equal to 0.1 (Cite NASA). The SDD is denoted by the Day of Year value, 

in which January 1 is 1, February 1 is 32, March 1 is 60 (or 61 in leap years), etc. Once SDD was 

defined at each grid point for each year (resulting in 17 annual maps of SDD for the period of 

record), we were able to derive snowcover maps for any given date. For example, snowcover on 

May 1 was inferred by marking grid points as “snow-covered” if their SDD was equal or greater 

than 121 (or 122 for leap years). We repeated the process to infer snowcover maps for May 15 

and June 1. This indirect method to infer snowcover allowed us to circumvent the reality of 

several missing data points due to cloud cover, and offered a conservative estimate of snow 

disappearance.  

4.2.4 Snowcover by elevation and aspect  
A 250-m digital elevation model (DEM) was created using bilinear interpolation from the 

National Elevation Dataset (NED)10-m DEM products (USGS, 2009). Using this we obtained 

grids for elevation and aspect octants in both study regions. We reclassified the elevation values 
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into 200 m bins. The elevation bins range from 1000 to 3000 m in GLAC and 2600 to 4200 m in 

ROMO. Both the slope magnitude and the aspect of the slope (that is the compass direction that 

the slope faces) were analyzed using functionality in the open source Quantum GIS software. We 

reclassified the aspect grids into eight 45°-wide directional bins (hereafter, octants) centered on 

the points of the compass. In both types of analyses (elevation and aspect), we computed 

snowcovered area (SCA) on May 1st, May 15th, and June 1st, in terms of the total area in square 

kilometers and also in terms of the percentage of snowcovered area in several elevation bands 

and aspect octants.  

 

4.3 MODIS analysis for GLAC 
This section presents some summary statistics of snowcover, including total snowcovered area, 

and number of years during the period of study with snowcover on a given date. MODIS 

snowcover data was analyzed for March1 – July1 for all years 2000-2016. For more in-depth 

analysis including aspect and elevation-based analyses the report focuses on the years 

representative of year-to-year variability defined in Section 3: 2011 (“wet”), 2009 (“near 

normal”), and 2005 (“dry”).  

4.3.1 Total Snowcovered Area 
Total snowcovered area was the primary metric that was analyzed in McKelvey et al (2011) and 

provides an overall summary of availability of snow. Figure 4-1 presents maps of May 15 

snowcover for the GLAC study area and vicinity from MODIS. These maps clearly depict the 

regional character of the year-to-year variations in snowcover. Figure 4-2 shows the total 

snowcovered area within the study area polygon, which is depicted in red on the previous figure. 

The year-to-year variations are shown for snowcover on three different dates during the melt 

season. The behavior in individual year varies considerably, including “wet” years such as 2011 

with very persistent snow, years with strong melt in early May, such as 2012, or in late May 

(2009, 2001), and “dry” years (2004, 2005). It is worth noting that 2015 and 2016, the last two 

years of the MODIS record, show low snowcover, although the modeling study period ends in 

2013 because the Livneh dataset ends in that year (Section 5). Both these years had near-normal 

precipitation, but had anomalously warm temperatures. These years would be good candidates 

for future analysis.  

 

 
Figure 4-1. May 15 observed snow cover from MODIS for the GLAC study area (red outline) and 

vicinity. Maps of snowcover for a “dry” year (2005, left), “near normal year” (2009, middle), and “wet” 

year (2011, right).Snow cover is defined as NDSI > 0.1, and includes pixels with fractional snow cover 

(see text in 4.2.2 and 5.4.2. discussion).  
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Figure 4-2. Year to year variability in total snow covered area (km2) on May 1 (blue), May 15 (red), 

and June 1 (gray) by year within the GLAC study area polygon. Snow cover is defined as NDSI > 

0.1, and includes pixels with fractional snow cover (see text in 4.2.2 and 5.4.2. discussion). Data 

from MODIS. 

 

To summarize all 17 years of the record, Figure 4-3 presents maps of the number of years with 

snowcover on April 1, April 15, May 1, May 15. These are similar to the analysis done by the 

Copeland and McKelvey studies. The primary difference is in the use of the newer MODIS 

products and the extension of the analysis from seven to seventeen years.  

 

 
Figure 4-3. Number of Years out of 2000-2016 period with snow cover on May 1 (left), May 15 

(middle), and June 1 (right) for the GLAC study area (red outline) and vicinity. Maps showing 

number of years out of 17 total for which snow cover is NDSI > 0.1, and includes pixels with fractional 

snow cover (see text in 4.2.2 and 5.4.2. discussion). Data from MODIS. 

 



7 September 2017 32 

Figure 4-4 quantifies the maps in Figure 4-3, showing the area within the GLAC study area 

polygon with different numbers of years of snowcover. The three colored bars designate different 

days of the year. Because the study areas were chosen to be in the vicinity of tree line, it is no 

surprise that in the present climate there are large areas that see snow every year on May 1st. 

 

 
Figure 4-4. Snow covered area by number of years. Colored bars show the area within the GLAC study 
area polygon classified according to the number of years with snow cover NDSI > 0.1 (out of 17 total 

years) on May 1 (blue), May 15 (orange), and June 1 (grey). These bar plots quantify the maps in Figure 

4-3, showing the area within the GLAC study area polygon with different numbers of years of snowcover. 

Snow cover data from MODIS. 

4.3.2 Aspect Dependence of Snowpack: Fractional area 
One of the primary goals of this study is to investigate topographic factors that influence the 

persistence of snow during the melt season. One such factor is the “slope aspect” or simply 

“aspect” – the compass direction that the slope faces. The total land area within each aspect 

octant varies due to the orientation of ridges and valleys in the study area. As a result, the 

analysis of total snowcovered area is dominated by the topography itself. These graphics are 

provided in the Supplementary Material. 

 

To focus on the relative importance of the snow processes related to aspect, we calculated the 

fraction of the total land area within each octant that is snowcovered for each of the 17 years in 

the historical record (Figure 4-5), while in Figure 4-6 we focus on the representative wet and dry 

years. The asymmetric shape in Figure 4-5 clearly shows that in GLAC, the NE directions 

ranging from E to N have much larger fractional area covered by snow. Even in dry years, over 

60 % of the NE facing slopes are snow-covered on May 15th (Figure 4-6).  
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Figure 4-5. Snow covered area fraction (%) as a function of aspect for May 1, May 15, and June 1 

for the GLAC study area. Eight-sided plots (octants, see glossary) show a separate colored line for each 

year, 2000-2016. Each of the eight apexes of the octant represents a direction of the compass. For 

example, the top apex represents north-facing slopes (N), the bottom apex represents south-facing slopes 

(S). Concentric octagons (gray) denote the magnitude scale ranging from 0% at the center to 100% for the 

outer octagon. The total snow covered area has been expressed as a percentage of the total land area in 

each aspect bin and includes pixels with fractional snow cover (see text in 4.2.2 and 5.4.2. discussion). 

Aspect of the slope is determined from a digital elevation model and is binned into eight octants 

according to the compass direction. For a different visualization of topographical aspect dependence, see 

Barsugli et al. (2020). 

 
Figure 4-6. Observed snow covered area fraction (SCA %) as a function of aspect for representative 

wet (2011, left) and dry (2005, right) years in the GLAC study area. As in the previous figure, eight-

sided plots (octants) show snow covered area fraction for May 1 (blue), May 15 (red), and June 1 (green) 

each year. The total SCA is expressed as a percentage of the total land area in each aspect octant, and 

includes pixels with fractional snow cover. Concentric octagons (gray) denote the magnitude scale 

ranging from 0 to 100%. 

4.3.3 Elevation Dependence 
Figure 4-7 shows the elevation dependence of MODIS snowcover for the wet, near-normal and 

dry years, with the median of all years as reference. The results are shown as a percentage of the 

total area within each 200-meter elevation band within the study area boundaries.  
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Figure 4-7. Analysis of observed Snow Cover versus elevation and wolverine dens in the GLAC 

study area. This figure shows the elevation dependence of MODIS snowcover for the wet, near-normal 

and dry years, with the median of all years as reference. Left Panel: Snow covered area (SCA) fraction (x-

axis, 0-100%) as a function of elevation bands for representative wet (2011; blue lines), near normal 

(2009; green lines), and dry years (2005; red lines). Data from MODIS pixels were classified into 200-

meter elevation bands. Snow covered area is shown as the percentage of area within each elevation band 

with snow cover on May 1 and May 15. Thick black lines show the median snow cover fraction for the 

given dates for 2000-2017. Triangles denote the elevations of wolverine dens in or near the study area, 

ranging from 1500- 2250 m. The right panel is similar to Fig 4.2, but analyzed for this 1500-2250 m 

elevation band that encompasses den elevations, showing year to year variability in historical total SCA 

(km2) on May 1 (blue), May 15 (red) from MODIS within the GLAC study area polygon. In both panels, 

snow cover is defined as NDSI > 0.1, and includes pixels with fractional snow cover. For known 

wolverine denning sites in Glacier National Park, see Section 5, Table 5-2. 

4.4 MODIS analysis for ROMO 
MODIS snowcover data was analyzed for March1 – July 1 for the years 2000-2016. Data for all 

years was analyzed. We present here some summary statistics of snowcover, including total 

snowcovered area, and number of years during the period of study with snowcover on a given 

date. For more in-depth analysis including aspect and elevation-based analyses the report focuses 

on the representative years defined in Section 3: 2011 (“wet”), 2007 (“near normal”), and 2012 

(“dry”). 

 

4.4.1 Total Snowcovered Area 
Total snowcovered area was the primary metric that was analyzed in McKelvey et al (2011) and 

provides an overall summary of availability of snow. Figure 4-8 presents maps of May 15 

snowcover for the ROMO study area and vicinity from MODIS. These maps clearly depict the 

regional character of the year-to-year variations in snowcover. Figure 4-9 shows the total 

snowcovered area within the study area polygon, which is depicted in red on the previous figure. 

The year-to-year variations are shown for snowcover on three different dates during the melt 

season. The behavior in individual year varies considerably, including “wet” years such as 2011 

with very persistent snow, years with strong melt in early May, such as 2004, or in late May 

(2001, 2013), and “dry” years (2012).  
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Figure 4-8. Maps of May 15 observed snowcover from MODIS for the ROMO study area (red 

outline) and vicinity. Representative Dry (2012, left), Near Normal year (2007, right), and Wet years 

(right, 2011).Snow cover is defined as NDSI > 0.1, and includes pixels with fractional snow cover (see 

text in 4.2.2 and 5.4.2. discussion). The data were taken from a single MODIS tile which does not include 

the southernmost tip of the study area. 

 

 
Figure 4-9. Year to year variability in total snow covered area (km2) on May 1 (blue), May 15 (red) 

within the ROMO study area polygon. Snow cover is defined as NDSI > 0.1, and includes pixels with 

fractional snow cover. Data from MODIS. 
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To summarize all 17 years of the record, Figure 4-10 presents maps of the number of years with 

snowcover on May 1, May 15. These are similar to the analysis done by Copeland and 

McKelvey studies. The primary difference is in the use of the newer MODIS products and the 

extension of the analysis from seven to seventeen years.  

 

 
Figure 4-10. Number of Years 2000-2016 period with snow cover on May 1 (left), May 15 (middle), 

and June 1 (right) for the ROMO study area (red outline) and vicinity. Maps showing number of 

years out of 17 total for which snow cover is NDSI > 0.1, and includes pixels with fractional snow cover 

(see text in 4.2.2 and 5.4.2. for discussion). The data were taken from a single MODIS tile which does not 

include the southernmost tip of the ROMO study area. Data from MODIS. 
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Figure 4-11 quantifies the maps shown in Figure 4-10, showing the area within the GLAC study 

area polygon with different numbers of years of snowcover. The three colored bars designate 

different days of the year. Because the study areas were chosen to be in the vicinity of tree line, it 

is no surprise that in the present climate there are large areas that see snow every year on May 1.  

 

 
Figure 4-11. Snow covered area by number of years. Colored bars show the area within the ROMO 

study area polygon classified according to the number of years with snow cover NDSI > 0.1 (out of 17 

total, 2000-2016) on May 1 (blue), May 15 (orange), and June 1 (grey). These bar plots quantify the maps 

in Figure 4-10, showing the area within the GLAC study area polygon with different numbers of years of 

snowcover. Snow cover data from MODIS. 

4.4.2 Slope Aspect Dependence of Snowpack: Fractional Area 
 

One of the primary goals of this study is to investigate topographic factors that influence the 

persistence of snow during the melt season. One such factor is the “slope aspect” or simply 

“aspect” – the compass direction that the slope faces. The total land area within each aspect 

octant varies due to the orientation of ridges and valleys in the study area. As a result, the 

analysis of total snowcovered area is dominated by the topography itself. These graphics are 

provided in the Supplementary Material. 

 

The total land area within each aspect octant varies due to the orientation of ridges and valleys in 

the study area. As a result, the analysis of total snowcovered area is dominated by the topography 

itself. To focus on the relative importance of the snow processes related to aspect, Figure 4-12 

presents an analysis of the fraction of the total land area within each directional “bin” that is 

snowcovered. The asymmetric shape shows that the NW-facing slopes have larger fractional area 

covered by snow. With the exception of 2012, even in dry years over 60 % of the NW facing 

slopes are snow-covered on May 15th. Figure 4-13 indicates that for the dry year 2012, 

snowcover was retained preferentially on NW-facing slopes.  
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Figure 4-12. Snow covered area fraction (%) as a function of aspect for May 1, May 15, and June 1 

for the ROMO study area. Eight-sided plots (octants) show a separate colored line for each year, 2000-

2016. Each of the eight apexes of the octant represents a direction of the compass. For example, the top 

apex represents north-facing slopes (N), the bottom apex represents south-facing slopes (S). The total 

snow covered area has been expressed as a percentage of the total land area in each aspect bin. Aspect of 

the slope is determined from a digital elevation model and is binned into eight octants according to the 

compass direction. Concentric octagons (gray) denote the magnitude scale ranging from 0% at the center 

to 100% for the outer octagon. For a different visualization of topographical aspect dependence, see 

Barsugli et al. (2020). 

 
Figure 4-13. Observed snow covered area fraction (%) as a function of aspect for 2011 (“wet”) 2002 

(near normal) and 2012 (‘dry”) representative years in the ROMO study area.May 1 (blue), May 15 

(red), and June 1 (green) are shown for each year. The total snow covered area has been normalized by 

the total land area in each aspect octant. Concentric octagons (gray) denote the magnitude scale ranging 

from 0 to 100%. Note that while 2012 had the least snow cover in late Spring, 2002 was adopted as a 

representative dry year due to modeling considerations discussed in in Section 5. We show both dry years 

here which exhibit similar dependence of fractional snow cover on aspect. 
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4.4.3 Elevation Dependence 
Figure 4-14 shows the elevation dependence of MODIS snowcover for the wet, near-normal and 

dry years, with the median of all years as reference. The results are shown as a percentage of the 

total elevation within each 200-meter elevation band within the study area boundaries. The 

ROMO area shows that the dry year, 2002 (as well as the other very dry year during the period, 

2012), was significantly different from the other two, with a fractional area declining with 

altitude above 3400m. This may indicate that the meteorology in this region interacts differently 

with the topography in extremely dry years than in wetter years. The high-altitude snowpack 

may be particularly vulnerable in this region if conditions like those in 2002 recur.  

 

 
Figure 4-14. Snow covered area fraction as a function of elevation for the ROMO study area for 

representative wet (2011; blue lines), near normal (2007; green lines), and dry years (2002; red 

lines). MODIS pixels were classified into 200-meter elevation bands. Snow covered area is shown as the 

percentage of area (or fraction) within each elevation band with snow cover on May 1 and June 1. The 

median snow cover fraction for the given dates for the period 2000-2017 is shown in thick black lines. 

2002 only is shown because it was ultimately used as a representative year in the scenarios analysis, not 

2012. Note that 2012 also shows a decrease in snow covered area at the highest elevations. No dens have 

been documented in ROMO, however the elevation band for denning is estimated by FWS to be 2700-

3600m (see Section 5). 
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5 Future Snowpack Projections: DHSVM Modeling 
 

Key Points - Methods 

 

• In order to simulate snowcover under future climate conditions, we use a high-resolution 

snow/hydrology model with inputs derived from historical observations and global 

climate model projections. 

• The Distributed Hydrology Soil Vegetation (DHSVM) model was run for the historic 

period 1998-2013 and validated against available SNOTEL observing stations.6 The 

spatial patterns of snow were validated against MODIS satellite remotely sensed 

snowcover. 

• Five scenarios of the future – for a thirty-year period, 2041-2070, centered on 2055 -- 

were selected from CMIP5 global climate model (GCM) projections based on a moderate 

(RCP 4.5) and high (RCP 8.5) emissions scenarios. These were chosen to represent a 

large fraction of the range of the CMIP5 ensemble projections in each study area in terms 

of precipitation and temperature changes. The scenarios differ somewhat between the two 

study areas to better represent the range of climate projections in each area.  

• The selected GCM projections were downscaled using the “delta method” which applies 

change factors from the climate models to the historic temperature and precipitation that 

are used as inputs to the DHSVM model.  

• Analysis is presented for light snowcover (Snow Water Equivalent > 5 mm) on May 15th 

for comparison with May 15th MODIS snowcover (as was used by McKelvey). 

• To capture and assess year to year variability, Wet, Near Normal, and Dry representative 

case study years are shown for the historical simulations and how each of these years 

plays out under these five future scenarios. 

 

Key Points – GLAC study area 

 

• Projections for April 15th, May 1st, and May 15th Snowcovered Area and area with snow 

depth greater than 0.5 meters show declines on average in all scenarios, except for small 

increases in the Warm/Wet scenario and for almost all years (Section 5-11).  

• For April 15th for the study area as a whole (Figure 2-1), there is a decline of 3-23 percent 

in snowcovered area with light snowcover (depth  5 mm), and a 7-44% percent decline 

in area with significant snow (depth > 0.5 m) for the five scenarios considered, compared 

to the 2000-2013 historic average. For May 15th, the area with light snowcover declines 

10-36 percent, and the area with significant snowcover declines 13-50 percent (Tables 5-

4, 5-5) 

• On April 15th, the Warm/Wet scenario shows the least change in average SCA (2121 Sq-

km) compared to the historic snowcover (2609 sq-km, 7% decline) for significant ( 0.5 

meter) snowcover. The largest decrease is the Hot/Wet scenario (1520 sq-km) with 44% 

decrease. Under the Hot/Wet scenario, the April 15th significant snowpack has been 

diminished below the level of the historic May 15th snowpack – a month shift (Fig. 5-14).  

 
6 Some results are presented only for the 2000-2013 period determined by the overlap of the 

DHSVM simulations with the MODIS satellite record.  
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• All projections show declines in the number of years with significant snow. In each study 

domain, the areas with frequent availability (at least 14 out of 16 years) of significant 

snow ( 0.5 m) become concentrated in smaller high elevation areas, as seen in the maps 

in Figures 5-13, 5-14 (GLAC), and 5-20, 5-21 (ROMO). In contrast, lower elevation 

areas had the largest changes, or decreases in the number of years with significant 

snowcover.  

• Most of the known den sites are located between 1800 and 2000m in GLAC. Below that 

elevation band large snow losses are predicted (40-70% decreases for two of the 

scenarios, 16-20% for the other three), above that elevation band there is little change in 

SCA for four of the five scenarios (2-8%) except in maximum warming scenario (-40%, 

Figure 5-22). In that 1800-2000m band, the snowpack change is sensitive to elevation 

and to the particular future climate scenario. 

• This phenomenon of elevation-dependent snowpack change in the Western US is well 

supported in the literature. (Section 5-13)  

• For representative wet years, the higher elevations of our study areas experience only 2-

7% loss of snowpack under the scenarios with “least” change and the “central” change 

(Figure 5-8, 5-12), although for the dry years, losses range 18-57% (Table 5-5).  

• Modest declines in SWE may occur without affecting the area with significant snow 

depth. On May 1st, for areas at 1800m and above in GLAC, losses of ~10-30% SWE 

(Figure 5-23) result in losses of only ~10% snowcover. The implication is that the wet, 

cold climate of the GLAC study area could act as a “buffer” to change in the area of 0.5 

m deep snow on May 1st, at least at the elevations above 1800m. 

 

Key Points – ROMO study area 

 

• Projections of May 15th snowcovered area in ROMO declines on average in all 

scenarios, except for small increases in the Warm/Wet scenario, and for almost all years 

(Section 5-12). 

• For April 15th for the study area as a whole (Figure 2-2), there is decline of 3-18% in area 

with light snowcover (depth  5 mm), and a change of -1 - +16 in area with significant 

snowcover (depth > 0.5 m) for the five scenarios considered, compared to the 2000-2013 

historic average. For May 15th, the area with light snowcover declines 8-35 %, and the 

area with significant snowcover declines 6-38 percent (Tables 5-6, 5-7).  

• Snowcovered Area in ROMO (0.5 m threshold on May 15) generally declines in wet 

years, shows a slight increase in (1-5%) in some years for the Warm/Wet scenarios with 

increased precipitation.  

• One scenario with increased precipitation (Warm/Wet, giss) shows increases in April 15th 

SCA (Table 5-7). There are also slight increases in SWE for two scenarios at elevations 

at and above 3400m (Figure 5-25), but decreases in SWE for all scenarios below 3400m.  

• Although no dens have been documented in ROMO, the elevation band for denning, 

modeled by regression analysis by FWS, is estimated to be 2700-3600m. On May 1st, 

modest declines in SWE of ~15% and less for areas at 3400m and above result in losses 

of only ~10% snowcover (Figure 5-24, 25). The implication is that the wet, cold climate 

of the higher parts of the ROMO study area could also act as a “buffer” to change in the 

area of 0.5 m deep snow on May 1st. Below that band losses in SWE of 35% result in 

higher losses in SCA (20-65%), except in the scenario with least change (Warm/Wet, giss 
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model). As in GLAC, the snowpack change in that 2700-3600m band is sensitive to 

elevation and to the particular future climate scenario. 

• The phenomenon of elevation-dependent snowpack change in the Western US is well 

supported in the literature. Studies have found little historical change in snowpack in the 

Western United States above approximately 2500m elevation despite observed warming 

trends. Other literature on this topic is discussed in Section 5.13. 

• ROMO exhibited more uncertainty in projections than GLAC, because compared to 

GLAC, the GCM climate projections for ROMO are more uncertain, i.e. have a larger 

spread, as to whether precipitation will increase or decrease (Figure 5-7).  

o For April 15th –May 15th, and for wet years, at the high elevations of the ROMO 

study area as whole, there is only modest loss of snowcover (13%) under most 

scenarios of change (Table 5-7, see 2011 representative wet year). However even 

in wet years, the area of significant snowpack can decline by up to 26% for the 

Hot/Dry climate change scenario on May 15th (Table 5-7). 

 

5.1 Introduction 
 

In this section we describe the hydrologic model along with various modeling assumptions, 

validation of the model, the choice of risk-spanning future climate scenarios, and present results 

of historical and projected snowpack for the two study areas.  

 

To determine the projected effects of a changing climate on snowpack we ran a physically-based 

hydrology model. The physical basis of the model – using a full energy and water balance of the 

snowpack rather than a simple temperature-index model -- is critical to evaluate change in a non-

stationary climate. While ambient temperature is a critical factor in whether precipitation falls as 

rain or snow, the subsequent evolution of the snowpack, and in particular the melt season, is 

driven primarily by the energy balance at the surface. The energy balance is the result of several 

processes, including solar and longwave radiation, sensible and latent heat fluxes, and heat flux 

into the ground, as well as storage of heat in the snowpack. Therefore, including a realistic 

energy balance helps to understand how the perturbations to climate will affect the snowpack.  

 

5.2  Model Description 
 

The Distributed Hydrology Soil Vegetation Model (DHSVM) provides a physically-based 

simulation of land surface hydrology, including snowpack. The physical processes include a full 

surface water and energy balance model, a 2-layer canopy model, a multi-layer soil model, a 2-

layer snowpack model (Wigmosta et al. 1994). It has been used in many studies that have 

provided realistic hydrologic simulations in topographically complex areas (e.g. Livneh et al. 

2015). The model has explicit treatment of topographic slope, and aspect (the compass direction 

that the slope faces).  

 

The model was selected for developing snowpack projections because it can be run at a fine 

spatial scale (250 m x 250m pixels) yet is able to be run over extensive domains. There are both 

finer-scale snow models, for which it would have been impractical to simulate such a large 
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domain, and coarser-scale models, such as the 1/16 degree grid of the VIC model that the 

McKelvey study used (see section 2.3). Coarser-scale models do not explicitly model the effects 

of slope and aspect, which is one of the primary goals of this study. Both DHSVM and VIC were 

primarily developed at the University of Washington, and are available as open-source 

community models. The two models share many components in common, including similar snow 

and canopy models. As such it supports the project goal of building on McKelvey study by 

modelling at a finer scale and treating slope and aspect explicitly.  

 

The model was set up for both study domains on a 250m grid in Universal Transverse Mercator 

(UTM) coordinates within the modeling domain defined within the polygons shown in Section 2. 

Soil properties and vegetation type as well as a digital elevation model (DEM) were adapted to 

the model grid. A soil hydraulic routing network was also determined from the DEM, though in 

this project we do not investigate the runoff. The effect of slope and aspect on incoming solar 

radiation is implemented through a computation of the degree of shading for each 250-m pixel 

that was variable throughout the day and differed from month to month based on the solar angle 

in the sky and from the DEM. The model requires inputs of time-varying meteorological fields 

on sub-daily time scales. Snow water equivalent was output on the 1st and 15th of the month from 

March 1st to June 1st for every year of the simulation and projections.7 As noted below, snow 

depth was estimated using a typical snowpack density for late Spring.  

 

5.3 Meteorological Inputs 
 

The DHSVM model inputs were derived in a multi-step process. First, values of daily minimum 

temperature, daily maximum temperature, and precipitation were extracted from the Livneh 

(2015) dataset, which has a grid resolution of 1/16th degree in latitude and longitude. These daily 

values were disaggregated in time. Other forcing variables needed by the model, solar radiation, 

downwelling longwave radiation, specific humidity were derived from empirical relationships 

using the MTCLIM algorithms which were evaluated by Livneh et al. (2014) finding small 

overall biases. The Livneh et al (2015) data was then interpolated to the 250m DHSVM grid 

using an inverse-distance weighting algorithm along with assumed lapse rates (elevation 

dependence) in temperature and in precipitation. More details of the Livneh 2015 dataset are 

included in the Section 5 Supplementary Material.  

 

5.4 DHSVM Historical Validation 
 

The goal of the model validation is to assess the overall magnitude, temporal, and spatial aspects 

of the modeled snowpack in the Spring and how these differ from observational estimates. 

Observational estimate of snow depth or snow water equivalent at the scales that we simulated 

are not available, leading to uncertainty about the “true” snowpack. For the overall magnitude 

and temporal aspects of the snow simulation, we compared the historical model simulation to 

point observations at the few available SNOTEL sites, focusing on the duration and melt-out 

 
7 All data has been provided to FWS, and is available at: 

ftp://ftp2.psl.noaa.gov/Projects/FAIR_paper_data/20200914_01/ 
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date of the snowpack. The spatial aspect of bias was evaluated by comparing the model output to 

the observed spatial patterns of snowcover obtained from the MODIS analysis (see Section 4), 

qualitatively for GLAC and quantitatively for ROMO. When interpreting the projections, future 

model biases are typically assumed to be similar to historical biases. With this assumption, the 

calculation of, for example, percentage change is less sensitive to biases and uncertainties in the 

historical simulation.  

5.4.1 Comparison to SNOTEL 
 

The DHSVM historical simulation was compared against the snow data from nine SNOTEL sites 

in the ROMO study area that were in operation during the full time-period of interest, and the 3 

SNOTEL sites in and adjacent to the GLAC study area (Table 5-1). Validation against SNOTEL 

snow data was performed by running the DHSVM model in “point” mode so that it simulated the 

conditions at the SNOTEL locations only. Because the SNOTEL stations are deliberately sited in 

clearings, the canopy was assumed to be open for the validation runs, while the actual 250m grid 

canopy values were used for the production runs. Two metrics were chosen: the meltout day of 

year (defined as the date when SWE fell to less than 1mm), and the duration of snowcover (total 

number of days during the water year (October-September) when SWE > 10cm). Figure 5-1a 

shows the modeled and observed meltout dates for the GLAC and ROMO SNOTEL sites, and 

Figure 5-1b shows the duration of snowpack. One does not expect exact reproduction of the 

snowpack at the SNOTEL sites, but rather a scatter about the 1-to-1 line, which is seen. The 

Copeland Lake SNOTEL site, and to some extent the Many Glacier SNOTEL sites are outliers, 

with the model retaining snowpack significantly longer than in observations. Both these sites are 

at relatively low elevations, and are quite sensitive to potential temperature biases in the input 

data. The Livneh (2015) dataset is known to have a cool bias relative to other datasets, which 

may influence these sites disproportionately.  

 

 
Figure 5-1. Validation of DHSVM Historical Simulation at SNOTEL sites in ROMO and GLAC 

using two metrics. Left panel shows observed total meltout date (Julian day of year) vs. simulated date 

for 12 SNOTEL stations in GLAC (blue circles) and ROMO (red filled circles). Total meltout date is 

defined as the first day in Spring when SWE was less than 1mm. Right panel shows observed vs 

simulated observed snowpack days above threshold, defined as number of days with greater than 10cm of 

SWE for the same stations. SNOTEL station abbreviation codes are provided in Table 5-1. 
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Table 5-1 SNOTEL Sites at Study Areas. Maps with SNOTEL sites are shown in Figs 2-1 and 2-2. 
Note that sites installed after 1997 were not used due to their short record. 
 

 SNOTEL SITE NAME (Site Number, Abbreviation)  

Glacier Study Area Flattop Mountain (482, flat), Many Glacier (613, many), Pike 
Creek (693, pike) 

Rocky Mountain 
Study Area (used 
for Validation) 

Bear Lake (322, bear), Copeland Lake (412, cope), Joe Wright 
(551, joew), Lake Eldora (564, eldo), Lake Irene (565, iren), 
Niwot (663, niwo), Phantom Valley (688, phan), University 
Camp (838, univ), Willow Park (870, will) 

Rocky Mountain 
Study Area (not 
used - installed 
after 1997) 

Never Summer (1031), Wild Basin (1042), Hourglass Lake 
(1122), Long Draw Reservoir (1123), High Lonesome (1187), 
Sawtooth (1251) 

  

The year-to-year variations of peak snowpack at the GLAC SNOTEL sites are well captured, as 

illustrated in Figure 5-2 that shows simulated and observed time series of SWE at these stations. 

Figure 5-3 shows selected SNOTEL sites in the ROMO area. As can be seen in Figure 5-2, the 

Copeland Lake site is less well simulated than other sites. We attribute this to being located at a 

lower elevation than other sites, and hence susceptible to small biases in temperature in the 

meteorological inputs. Other sites in ROMO are well simulated. Based on this evaluation of 

DHSVM performance, the standard set of model parameters was adopted for the GLAC domain 

without modification.  

 

 
Figure 5-2. Time series comparing observed (blue) and simulated (red) Snow Water Equivalent 

(mm) for the GLAC study area. Flattop Mountain (left), Pike Creek (center), and Many Glacier (right) 

SNOTEL stations. See Table 5-1 for SNOTEL stations. 

The question arises of the independence of the SNOTEL data from the Livneh et al. (2015) 

forcing data. The primary observing station data they used for interpolation did not include 

SNOTEL. However, a monthly adjustment factor was applied to the interpolated precipitation to 

reproduce the 1981-2000 climatology of PRISM. The Livneh et al (2015) temperature data were 

entirely independent of SNOTEL data. Therefore, we expect that the errors revealed at the 

SNOTEL sites should be representative of errors at other, unobserved sites in the domain.  
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Figure 5-3. Time series comparing observed (blue) and simulated (red) snow water equivalent 

(SWE, mm) for the ROMO study area. Copeland Lake (upper left), Never Summer (upper right), Joe 

Wright (lower left), and Lake Eldora (lower right) SNOTEL stations. See Table 5-1 for SNOTEL stations. 

5.4.2 Comparison to MODIS Snowcover 
The spatial distribution of snowcover was assessed by comparison with MODIS data. Some care 

must be taken to compare observed NDSI, which indicated fractional snowcover within pixels, 

with modeled SWE, which does not account for fractional snowcover within a pixel. For this 

evaluation, a threshold to determine “snowcovered ground” was chosen for both the MODIS 

(NDSI >= 0.1) and for the DHSVM (SWE >= 5mm). Figures 5-4 and 5-5 show spatial overlays 

of the DHSVM simulated snowcover and the MODIS observed snowcover for the representative 

dry years in ROMO and GLAC. In terms of snowcover, dry years were more difficult to simulate 

than wet years, however, the spatial agreement is good for these two examples.  
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Figure 5-4. MODIS snow cover compared to DHSVM snow cover for May 15, 2005 for the GLAC 

study area (yellow outline). Spatial overlay of shows areas of agreement (white) between MODIS and 

DHSVM snow cover, areas where only MODIS indicated snow cover (green), and areas where only 

DHSVM model indicated snow cover (blue). 2005 is a representative dry year for GLAC. Graphic 

courtesy of John Guinotte, FWS. 
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Figure 5-5. MODIS snow cover compared to DHSVM snow cover for May 15, 2002for the ROMO 

study area (yellow outline). Spatial overlay of shows areas of agreement (white) between MODIS and 

DHSVM snow cover, areas where only MODIS indicated snow cover (green), and areas where only 

DHSVM model indicated snow cover (blue). 2002 is a representative dry year for ROMO. Graphic 

courtesy of John Guinotte, FWS. 

 

However, initial attempts to model ROMO indicated biases in the spatial patterns of snowcover 

compared to MODIS. To overcome model errors at ROMO, an adjustment of two DHSVM snow 

parameters was conducted. The representative values of the physical quantities of these 

parameters can span a fairly large range, and hence an experiment was conducted to evaluate the 

appropriate settings of the model for ROMO based on minimizing differences between simulated 

and MODIS SCA for the historical period, as well as reducing biases with SNOTEL SWE.  
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The first parameter modified was the snow-surface roughness (SR), which affects the amount of 

turbulent heat fluxes that occur between the snow and the atmosphere, whereby a small number 

corresponds to a smoother snowpack that has less heat exchange with the overlying air, while the 

opposite is true for a large value. The second parameter was the liquid water capacity (LWC) 

that describes the volume of water that the snowpack can hold before water will leach out of the 

snowpack. This parameter is important, since it is common for snow to melt during the day and 

then for liquid water to refreeze at night.  

 

Adjustments were made to SR and LWC within reasonable physical ranges and the DHSVM 

simulated SCA was compared with MODIS via a threat score. The threat score used, referred to 

as the Critical Success Index (CSI) by Zappa (2010), is defined as: 

 

𝐶𝑆𝐼 =  
𝑎

𝑎 + 𝑏 + 𝑐
 

 

Where 𝑎 indicates a snow-covered pixel in both the simulation and observed data, 𝑏 indicates a 

snow-covered pixel in the simulation but a bare pixel in the observed (“false positive”), and 𝑐 is 

a bare pixel for the simulation and a snow-covered pixel shown by the observed data (“false 

negative”). The objective was to maximize the threat score. Approximately ten unique parameter 

settings were tested. Additionally, for each parameter setting the mean bias in meltout day and 

duration of snowcover between DHSVM simulated and SNOTEL SWE was calculated with the 

objective being a minimization of the bias between the two (bias = simulated – observed). The 

final DHSVM settings for ROMO were identified by the parameter values that corresponded 

with a combination of a high threat score and a low bias. The Supplementary Material provides 

the parameter settings (Table S5-1) and ensuing performance metrics (Figure S5-1). 

 

5.5 Determination of Snow Depth from DHSVM model output 
 

DHSVM does not compute snow depth as a separate quantity, but instead returns snow water 

equivalent (SWE). To estimate the snow depth from SWE we adopt a uniform value of 2.5:1 for 

the SD:SWE ratio, corresponding to a snow density of 0.4 for May 1st and May 15th. For April 

15th conditions, we adopt a bulk density of 0.33 which yields a conversion factor of 3.0:1. 

Further discussion can be found in the Section 5.5 Supplementary Material. Several lines of 

evidence point to the reasonableness of this assumption. First, SNOTEL stations where both 

depth and SWE are measured show similar ratios for the two study areas. Second, we 

investigated the ratio of density from the SNODAS (Snow Data Assimilation System) product 

from the NOAA National Operational Hydrologic Remote Sensing Center, which points to a 

very narrow range around 2.6-2.7 for the ratio. Finally, for comparison with the McKelvey et al 

(2011) work we compared the May 1 Snow Depth and SWE products from the Littell et al 

(2011) hydrologic model runs (obtained separately from https://cig.uw.edu/datasets/wus/). These 

all point to an approximate value consistent with a density between 0.35 and 0.4. The results of 

this study do not depend on a precise value for snow density. The conclusions of the report are 

not sensitive to the choice of conversion factor within the ranges indicated by the above analysis.  
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5.6 Choice of thresholds for analysis 
 

While the McKelvey study analysis was for the presence or absence of snowcover, this modeling 

effort produces results in terms of SWE. This allows greater flexibility in evaluation of the depth 

of the snowpack, but presents a problem in comparison. To compare the model-generated SWE 

with both the McKelvey study results and our own MODIS historical snowcover analysis we 

used a threshold of 5mm SWE to define presence/absence of snowcover, also called “light 

snow”. We also were concerned with analyzing the presence of “significant snow” which we 

defined as  0.5 m of snow depth. The value of  0.5 m was arrived at by an analysis of the 

modeled snow depth at known wolverine denning sites in Glacier National Park (Table 5-2). 

With the exception of one site that had melted out by May 15th, the other sites all have snowpack 

between 0.4 and 2.4 m.  

 

Table 5-2: Modeled Snow Depth on May 15 at reported den sites in the Glacier Study Area. 
There are no documented den sites have been reported in RMNP. (source: John Guinotte, FWS)  
 

Den 

site 

Date observed 

(month-yr) 

Meltout 

Date 

(MODIS)  

April 15 

snow 

depth 

dhsvm 

(m) 

May 01 

snow 

depth 

dhsvm 

(m) 

May 15 

snow 

depth 

dhsvm 

(m) 

Notes 

1 Apr-03 5/25/2003 1.32 1.07 1.04 Natal Den 

2 May-03 5/25/2003 1.32 1.07 1.05 Maternal Den 

3 Apr-04 6/4/2004 1.96 1.46 1.13 Natal Den 

4 Apr-04 6/29/2004 1.0 0.75 0.54 Maternal Den 

5 May-04 6/29/2004 1.07 0.83 0.65 Maternal Den 

6 Mar-05 6/11/2005 1.6 1.11 0.58 Maternal Den 

7 Apr-05 6/11/2005 1.6 1.11 0.58 Natal Den 

8 May-05 6/11/2005 1 0.76 0.47 Maternal Den 

9 Mar-06 5/25/2006 3.05 2.56 2.44 Unknown-maternal or 

natal 

10  Apr-06 5/14/2006 0.68 0.26 0 Meltout occurred 

before May 15 

Unknown-maternal or 

natal 

11 Apr-06 6/7/2006 2.83 2.4 2.38 Unknown-maternal or 

natal 

12 May-06 5/31/2006 1.14 0.79 0.61 Maternal Den 

13 May-06 5/31/2006 1.14 0.79 0.61 Natal Den 

14 May-07 6/4/2007 1.82 1.28 0.68 Natal Den 
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5.7 Delta Method for Future Scenarios 
 

The advantages and disadvantages of the delta method have been discussed extensively in the 

literature (e.g. Sofaer et al, 2016, for a recent review). The primary advantages of this method are 

its long history of use, its simplicity, and its use of the historical observed weather as the 

baseline. The simplicity allowed for the study to be completed in a short time-frame, while still 

reaching our primary objectives of finer spatial scale and a more complete exploration of future 

climate scenarios. The use of the historical baseline allows us to explore how wet, near normal, 

and dry “representative years” would play out under the different climate futures. However, it is 

important to keep in mind that we are “parameterizing the future variability in terms of the 

historical variability.” This treatment of daily variability also leads to the primary disadvantage 

of the delta method: the assumptions that the changes in extremes follow the changes in the 

means, and that the pattern of daily weather is simply shifted without changing the sequences of 

weather (Sofaer et al, 2016). This aspect is less of a concern for this study, as snow accumulation 

and ablation are cumulative processes, so that the daily sequences of storms is less critical to 

simulate than the monthly and seasonal totals. Another assumption of the delta method is that the 

large-scale changes in temperature and precipitation apply uniformly to the study area. 

Equivalently we assume that change factors in ambient (free-air) temperature and precipitation 

will not depend on the small scale spatial detail. Because we explicitly compute the surface 

energy balance, we are able to simulate surface temperature differences that depend on fine-scale 

terrain, mitigating to some extent this limitation of the delta method.  

 

Following McKelvey (2011), we use the “delta method” to downscale the climate model data to 

the 250m modeling grid. The steps in this method are as follows: 

• Start with historical daily meteorological forcings (inputs to the DSHVM model) for the 

historical baseline period (1998-2013) 

• Run DHSVM with the historical forcings to produce the simulated historical snow and 

hydrology.  

• From climate model output, compute the change in 30-year average temperature for each 

calendar month over the time frame of interest. Do the same for the percent change in 

precipitation 

• Apply these change factors to the historical daily meteorological inputs to DHSVM to 

generate future scenarios of meteorological inputs.  

• Run DHSVM with these new inputs to generate the projected snow and hydrology.  

• Compare the projected snow to the historic DHSVM model simulations to infer changes 

in snowpack.  

• Repeat for a set of change factors from different climate models that adequately sample 

the uncertainty in climate projections.  

 

The result of the delta method is a continuous-in-time simulation of the historical period 

(1998-2013), and an equal length simulation of how this sequence of years would play out in 

the future under five different scenarios of climate change. Figure 5-6 illustrates typical 

DHSVM model output using the delta method. Figure 5-6a shows a map of May 15, 2011 Snow 

Water Equivalent for the Glacier Study Area from the historical simulation, while Figure 5-6b 

shows a single projected future for what that year’s SWE would look like under a particular 

scenario of climate change. The future scenario represents a year similar to 2011, that is, a 
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relatively wet and cool year compared to other years in the future. However, in this example, the 

temperature and precipitation have been adjusted to be consistent with the 2041-2070 projected 

climate from the MIROC climate model, the model with the highest temperature increase and 

about 10% increase in precipitation.  

 

 
Figure 5-6. Example of DHSVM model output for historical SWE (May 15, 2011) and a future 

scenario for GLAC. a) left: historical simulation for 2011 and b) right, for the Hot/Wet future scenario 

(#3, miroc) applied for the period 2041-2070 derived from the MIROC climate model projections. The 

future scenario represents a year similar to 2011, that is, a relatively wet and cool year, but the 

temperature and precipitation adjusted to be consistent with the 2014-2070 projected climate from the 

MIROC climate model. Numbering on the axes indicates the regular grid of 250m x 250m gridcells on a 

Universal Transverse Mercator map projection – these grid numbers are not shown in subsequent figures. 

North is up; for distance scale see Figs. 2-2, 5.5.Simulation with the DHSVM model was only performed 

within the study area polygon, surrounding area provided for context.  

5.8 GCM Uncertainty and Scenario Planning Approach 
 

As noted in Section 2, global climate models (GCMs) are our primary tools to examine the 

nature of climate change during the 21st century. There are currently about 20 modeling centers 

worldwide which provided output from their best model(s) to be considered in the Coupled 

Model Inter-comparison Project Phase-5 (CMIP5, Taylor et al., 2012) the basis for the latest 

Intergovernmental Panel on Climate Change (IPCC) report (IPCC, 2013). Figure 5-7 shows the 

changes in temperature and precipitation for the two study areas for the 2041-2070 period, 

centered on 2055, for a rectangular latitude/longitude area around each park. We find a large 

spread in the extent of warming (1-4 oC) and changes in precipitation, including both increases 

and changes in precipitation (-5% to +20%) for these regions by 2055. The McKelvey study 

chose GCMs based on the range of temperature change (see Sec 2.2, and Figure 5-7). For 

temperature, much of this spread (or uncertainty) is a result of the difference between GCMs 

(e.g., their climate sensitivities), whereas for precipitation it is both the difference between 

GCMs and internal climate variability. Some difference also comes from the choice of future 

greenhouse gases (GHG) emission scenario. However, these differences among mid-21st century 

climate responses are limited compared to later in the century (Hawkins and Sutton, 2011, 2012, 

and see discussion in Ray et al., 2010, section 4).  
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Figure 5-7. Projected Changes in Cold Season (October-May) Temperature and Precipitation by 

2055 for GLAC Study Area (left) and ROMO study area (right). Solid red circles show changes in 

temperature and precipitation for a nominal 2055 climate, i.e. 2041-2070 period relative to 1986-2015, 

from 68 global climate model experiments, 34 models each from RCP 4.5 and 8.5 emissions scenarios. 

This plot illustrates how the five divergent climate scenarios selected for each area (black circles around 

the red) span the different parts of this projection space (see section 5.9). Four of the same GCMs are 

used as future scenarios for both areas (#1, and 3-5); different GCMs are used for #2 in order to represent 

a range of futures in each area. The models and future scenario names, and relative changes compared to 

other scenarios are shown in Table 5-3. The blue circles indicate the three scenarios considered in the 

McKelvey et al. study for the 2030-2059 period. 

For more robust planning and climate adaptation, experts recommend incorporation of these 

uncertainties into the assessment of impacts and developing adaptation strategies. The scenario 

planning approach is a method that has been recommend and promoted by different entities and 

experts (National Park Service, 2013; Rowland et al., 2014; Maier et al., 2016; Murphy et al. 

2016; Star et al., 2016, Fisichelli et al, 2016 a,b). Therefore, we adopted a strategy of selecting 

multiple divergent future scenarios challenging to the system of interest, following that in 

Rowland et al (2014), Fisichelli et al (2016 a, b), Star et al (2016) and Symstad et al. (2017). 

 

5.9 Climate Projections Evaluation and Scenarios Selection 
 

We compiled output for temperature and precipitation projections for 34 CMIP5 GCMs from the 

Reclamation (2013; http://gdo-dcp.ucllnl.org/) archive of 1-degree regridded GCM dataset for 

Representative Concentration Pathways (RCP) 4.5 and 8.5 (IPCC, 2013), which are respectively 

the moderate and high GHG emissions scenarios --- for a total of 68 GCM projections (see Table 

S5-3 in the Supplementary Material) These data were then analyzed to quantify broad-scale 

projections for the two study regions by 2055 (i.e. a mid-point centered on the 2041-2070 period) 

– primarily changes in the cold season (Oct-May) temperature and precipitation by 2055 relative 

to the 1986-2015 period. Figure 5-7 (above) shows these changes for Rocky Mountain and 

Glacier National Parks, respectively. As mentioned earlier, we found a large range in 

http://gdo-dcp.ucllnl.org/
http://gdo-dcp.ucllnl.org/
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temperature increases (1-4 oC) and changes in precipitation (-5% to +20%) for these regions by 

2055. Table 5-3 shows GCM names, numbers and colors coded in later figures, and relative 

changes in temperature and precipitation. To incorporate the large range in climate projections, 

we worked with the ensemble of 68 CMIP5 temperature & precipitation projections, described 

by the red filled-circles in Figure 5-7, to select five future climate scenarios (black circles) that 

span the different parts of this projection space. Five GCMs representing these scenarios were 

identified for both RMNP and GNP. For each of these GCMs, we calculated changes in 

temperature and precipitation by 2055 for each month of the year, which we call the “monthly 

delta”. These monthly deltas were used to perturb the hydrological models to simulate snow 

response in RMNP and GNP by 2055.  

 

Some processes which may be of relevance not represented in the model include wind and 

avalanche re-distribution of snowpack. Snow depth is not explicitly modeled, and must be 

inferred (Section 5-5). The meteorological forcing does not take into account cold air pooling or 

how this may change in the future. Cold air pooling – the anomalously cold air that can collect in 

valley bottoms, particularly in Winter, could also act to prolong the duration of snowcover in 

those locations. While Curtis et al (2014) identify this as a potential process, they do not 

physically model cold air pooling, but merely include it in their present-day climatology as a 

simple “offset” from their unadjusted data. Nonetheless their work provides a complementary 

approach to the identification of potential snow refugia, though more work would need to be 

done to study the geographic and seasonal aspects for the study areas.  
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Table 5-3. The future climate scenarios (five for each area) with changes in temperature and 
precipitation relative to other scenarios (See also Fig 5-7 for an alternate visualization of these 
changes), and the GCM used as the basis for the deltas for this scenario. More details on the 
GCMs are in the Glossary. 
 

Future 
Scenario 
Name and 
#  

Scenario Change in 
GLAC relative to other 
scenarios 

Scenario Change in ROMO relative to 
other scenarios 

Code and 
color for GCM 
used for this 
scenario 

Central 
(#1) 

+~2.2 oC increase in 
temperature (close to 
the ensemble mean) and 
+~5% increase in 
precipitation 

+~2.5 oC increase in temperature 
(close to the ensemble mean) and 
+~8% increase in precipitation  

cnrm, red  
 
 

GLAC: 
Hot/ 
Very Wet 
(#2) 

relatively higher increase 
in temperature (+~3.2 C) 
and the highest increase 
in precipitation (+20%) 
for the GLAC scenarios  

N/A canesm, 
green 
 

ROMO: 
Hot/Dry 
(#2) 

N/A relatively higher temperature increase 
(+~ 3.5 oC) and -~5% decrease in 
precipitation. This scenario results in 
the greatest change (reduction) in 
snow pack and snowcover. 

hadgem, 
green  

Hot/ 
Wet (#3) 

the highest temperature 
increase of the GLAC 
scenarios (+~4.2 oC) and 
+~10% increase in 
precipitation 

the highest temperature increase of 
the ROMO scenarios (+~3.7 oC) and 
the highest increase in precipitation 
(+~18%).  

miroc, purple  
 
 

Warm/ 
Wet (#4) 

relatively lower 
temperature increase 
(+~1 oC) and +~10% 
increase in precipitation 

relatively lower temperature increase 
(+~1.3 oC) and +~7% increase in 
precipitation that appears to partially 
offset the impacts of the temperature 
increase. This scenario results in the 
least change in snow pack and 
snowcover. 

giss, aqua 
 

Warm/ 
Dry (#5) 

relatively lower 
temperature increase 
(+~1.6 oC) and -~5% 
decrease in precipitation 

relatively lower temperature increase 
(+~0.8 oC) and -~5% decrease in 
precipitation  

fio, orange 
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5.10 Modeling Caveats 
 

Some processes which may be of relevance not represented in the model include wind and 

avalanche re-distribution of snowpack. Snow depth is not explicitly modeled, and must be 

inferred (Section 5-5). The meteorological forcing does not take into account cold air pooling or 

how this may change in the future. Cold air pooling – the anomalously cold air that can collect in 

valley bottoms, particularly in Winter, could also act to prolong the duration of snowcover in 

those locations. While Curtis et al (2014) identify this as a potential process, they do not 

physically model cold air pooling, but merely include it in their present-day climatology as a 

simple “offset” from their unadjusted data. Nonetheless their work provides a complementary 

approach to the identification of potential snow refugia, though more work would need to be 

done to study the geographic and seasonal aspects for the study areas.  

 

5.11 GLAC Study Area Results 
 

This section presents SWE and SCA for representative years, area and number of years with 

snow depth threshold  0.5 m. The elevation dependence of snow for GLAC is discussed in 

Section 5-13. On average, the GLAC study area exhibits a 7 – 44 % decline in the area of 

snow depth  0.5 meters on April 15th, and a 13-50 % decline in the area on May 15 for the 

scenarios considered.  

5.11.1 SWE and Snowcovered Area for representative years 
Figures 5-8 shows DHSVM model simulated snow water equivalent (SWE) on May 15 for the 

wet (2011) representative year. Maps of snowcover derived from SWE by applying a threshold 

of 5 mm are available in the Supplementary material. Results for thresholds of 1 mm of SWE 

were also investigated and show similar patterns. Snowcovered area with a “light snowcover” 

threshold was computed primarily for comparison with both the MODIS results from Section 4, 

and with McKelvey. In Figure 5-8, the historical simulation is shown along with three of the five 

future scenarios, chosen to represent the central scenario (cnrm), the greatest change in 

snowpack on average (Hot/Wet (miroc) scenario) and the least change (Warm/Wet (giss) 

scenario). The projected snow maps answer the question “what would the snowpack in a wet 

year like 2011 look like in the 2040’s through 2070’s under these scenarios of climate change.”  
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Figure 5-8. Historical and projected May 15th Snow Water Equivalent (m) for a Representative 

Wet Year in GLAC. Historical simulation year 2011 (wet year, top left), and for three future scenarios 

applied to 2011: b) the warm/wet (giss) scenario results in the lowest change in SWE (top right), c) the 

central scenario (cnrm) results in a moderate change in SWE (bottom left), and the, d) hot/wet scenario 

(miroc) results in the greatest change in SWE (bottom right). These projected snow maps illustrate what 

the snowpack in a wet year like 2011 would look like in the 2040’s through 2070’s under these scenarios 

of climate change. Scenarios are listed in Table 5-3 and shown in Figure 5-7, maps for additional 

scenarios are provided in the Supplementary Material (S5-7 and 8). Table 5-4 provides numerical values 

for (SWE historical average (2000-2013) and five future scenarios.  

 

Figures 5-9 and 5-10 show SWE for the Near Normal (2009) and Dry (2005) representative 

years. The historical simulation and future scenarios are as in Figure 5-8. Figure 5-11 

summarizes the results for snowcovered area in terms of the total snowcovered area (km2) within 

the study area polygon. The numerical values of snowcovered area for all years in the simulation, 

as well as percent changes for these quantities are shown in Table 5-4. Table 5-4 indicates that 

the snowcovered area decreases for all scenarios. On average, the GLAC study area exhibits a 7 

– 44 % decline in the area of snow depth  0.5 meters on April 15th, and a 13-50 % decline in the 

area on May 15th for the scenarios considered.  
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The following points stand out:  

• Comparing the Wet and Dry representative years we see that dry years are more 

vulnerable to climate change in terms of percent loss of snowcovered area.  

• For the Wet year, the high elevations of the study area result in little loss of snowpack in 

the study areas under most scenarios of change.  

• However, in Figures 5-10 and 5-11 we notice an anomaly – for the dry year, the Hot/Wet 

(miroc) scenario does not have the greatest loss of snowcovered area. The increase in 

precipitation in this scenario has somewhat compensated for the loss of snowpack due to 

warming. Instead the Hot/Very Wet (cnsm) scenario, with its even larger warming shows 

the greatest loss of snowcovered area.  

• Snow changes at the elevations of known dens are discussed later in Section 5.13 and 

Figures 5-22 and 5-23. 

 

 
Figure 5-9. Historical and projected May 15th Snow Water Equivalent (m) for a Representative 

Near Normal Year in GLAC. Historical simulation year 2009 (wet year, top left), and for three future 

scenarios applied to 2009: b) the warm/wet (giss) scenario results in the lowest change in SWE (top 

right), c) the central scenario (cnrm) results in a moderate change in SWE (bottom left), and the, d) 

hot/wet scenario (miroc) results in the greatest change in SWE (bottom right). These projected snow maps 

illustrate what the snowpack in a near normal year like 2009 would look like in the 2040’s through 2070’s 

under these scenarios of climate change. Scenarios are listed in Table 5-3 and shown in Figure 5-7, maps 
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for additional scenarios are provided in the Supplementary Material (S5-7). In May, snow depth = 2.5 x 

SWE. Table 5-4 provides numerical values for SWE historical average (2000-2013) and five future 

scenarios. 

 

 
Figure 5-10. Historical and projected May 15th Snow Water Equivalent (m) for a representative 

Dry year in GLAC. Historical simulation year 2005 (wet year, top left), and three future scenarios 

applied to 2005: b) the warm/wet (giss) scenario results in the lowest change in SWE (top right), c) the 

central scenario (cnrm) results in a moderate change in SWE (bottom left), and the, d) hot/wet scenario 

(miroc) results in the greatest change in SWE (bottom right). A color ramp indicates SWE 0-2m at each 

model gridcell. These projected snow maps illustrate what the snowpack in a dry year like 2005 would 

look like in the 2040’s through 2070’s under these scenarios of climate change. In May, snow depth = 2.5 

x SWE. Scenarios are listed in Table 5-3 and shown in Figure 5-7, maps for additional scenarios are 

provided in the Supplementary Material (S5-8). Table 5-4 provides numerical values for ( SWE historical 

average (2000-2013) and five future scenarios.  
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5.11.2 Area and Number of years with  0.5 m Snow Depth  
 

Because of interest in wolverine denning sites, we analyze snow depth  0.5 m, which we will 

also refer to as “significant snow” to contrast with the emphasis on light snow in McKelvey et al 

(2011) and in the previous section. Figure 5-12 shows the area with snow depth  0.5 m on April 

15th and May 15th in the study area for the dry, near normal, and wet years. Because of the higher 

threshold for snow, the effects are somewhat larger than for the light snow threshold. This is 

particularly evident in the dry year, which has a 50% decline on May 15 for four of the future 

scenarios. The numerical values of snowcovered area at the  0.5 m threshold are shown in Table 

5-5 for all years, as well as percent changes for these quantities.  

 

 
 

 

  

Figure 5-11. April 15 

Snow Covered Area 

(km2, ≥ 0.5 meter 

“significant” snow depth 

threshold) for Dry, Near 

Normal, and Wet Case 

Study Years for GLAC. 

Historical and five future 

scenarios for April 15. 

Historical (black), Central 

(red), Hot/Very Wet 

(purple), Hot/Wet (yellow), 

Warm/Wet (blue), 

Warm/Dry (green).These 

bar graphs illustrate data in 

Table 5-5. 

 

Figure 5-12. May 15 

Snow Covered Area 

(km2, ≥ 0.5 meter 

“significant” snow depth 

threshold) for Dry, Near 

Normal, and Wet Case 

Study Years for GLAC. 

Historical and five future 

scenarios for April 15. 

Historical (black), Central 

(red), Hot/Very Wet 

(purple), Hot/Wet 

(yellow), Warm/Wet 

(blue), Warm/Dry (green). 

These bar graphs illustrate 

data in Table 5-5. 
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Figure 5-13 shows a map of the number of years (out of 16 possible) where each model pixel had 

 0.5 m of snow depth on May 15. This number-of-years statistic is analogous to that used by the 

Copeland study, except that there are more years of data, and these maps use a much higher 

threshold of snow. The projections show declines in the number of years with significant snow. 

The areas with frequent (14-16 years) availability of significant snow become concentrated in 

smaller, relatively higher elevation areas within the study domains.  

 

 
Figure 5-13. Number of years (out of 1998-2013) with Snow Depth ≥ 0.5 m on May 15th for GLAC. 

Historical simulation compared to the Warm/Wet (giss), Central(cnrm), and Hot/Wet(miroc) future 

scenarios at each model gridcell. Scenarios are described in Table 5-3. In May, snow depth = 2.5 x SWE.  

 

The effects of climate change on snow melt have been presented as analogous to a “time 

shifting” of the melt season earlier in the year. For example, McKelvey used the May 31 vs. May 

15 snowcovered area as a proxy for a 2-week shift in the melt season. Figure 5-14 contrasts the 

evolution of the snowpack with respect to the number of years with significant snow from April 

15th to May 15th in the historical simulations (Top Row) with the Warm/Wet scenario (Middle 

Row) and Hot/Wet (Bottom Row) scenarios. We see that the Warm/Wet scenario, shows the 

least change in the number of years compared to the historic snowcover in terms of the 

availability of significant snow. In contrast, under the Hot/Wet scenario, the number of years that 

significant snowpack occurs on April 15th has been diminished well below the level of the 

historic May 15th snowpack – more than a month shift (Figure 5-14).  
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Figure 5-14. Number of years (out of 1998-2013) with Snow Depth ≥ 0.5 m on April 15, May 1 and 

May 15 for historic and two future climate scenarios for GLAC. The “number of years” indicates the 

yearly availability of deep snow at each model gridcell across all years in the DHSVM simulations, 

including wet, dry, and near normal years. The three collumns are for three dates: April 15th(left column), 

May 1st(middle column), and May 15th(right column). Middle Row: Warm/Wet future scenario (giss, 

“Least Change”) at the same dates, Bottom Row: Hot/Wet future scenario (miroc, “Greatest Change”) at 

the same dates. The reduction in the number of years on May 1 for each future scenario can be compared 

to the historical simulation at a later calendar date, showing a < 2 week shift for the Warm/Wet scenario 

and a > 1 month shift for the Hot/Wet scenario. Scenarios are listed in Table 5-3. 

 



7 September 2017 63 

  

Ta
b

le
 5

-4
: 

G
LA

C
 S

n
o

w
co

ve
re

d
 A

re
a 

(5
 m

m
 S

W
E 

th
re

sh
o

ld
) 

To
p

: A
re

a 
(k

m
2
) 

in
 h

is
to

ri
ca

l a
ve

ra
ge

 (
20

00
-2

01
3)

 a
n

d
 

fi
ve

 f
u

tu
re

 s
ce

n
ar

io
s.

 B
o

tt
o

m
: p

er
ce

n
t 

ch
an

ge
 in

 f
u

tu
re

 s
im

u
la

ti
o

n
s 

co
m

p
ar

ed
 t

o
 h

is
to

ri
ca

l. 
A

ve
ra

ge
 a

n
d

 M
ed

ia
n

 
va

lu
es

 a
ls

o
 s

h
o

w
n

. T
h

e 
re

p
re

se
n

ta
ti

ve
 d

ry
 y

ea
r 

is
 2

00
5,

 w
et

 is
 2

01
1,

 a
n

d
 n

ea
r 

n
o

rm
al

 is
 2

00
9.

 
 



7 September 2017 64 

 
  

T
ab

le
 5

-5
: G

LA
C

 S
n

o
w

co
ve

re
d

 A
re

a 
(0

.5
 m

 s
n

o
w

 d
ep

th
 t

h
re

sh
o

ld
) 

To
p

: A
re

a 
(k

m
2 ) 

in
 h

is
to

ri
ca

l a
ve

ra
ge

 (
20

00
-

20
13

) 
an

d
 f

iv
e 

fu
tu

re
 s

ce
n

ar
io

s.
 B

o
tt

o
m

: p
er

ce
n

t 
ch

an
ge

 in
 f

u
tu

re
 s

im
u

la
ti

o
n

s 
co

m
p

ar
ed

 t
o

 h
is

to
ri

ca
l.

 A
ve

ra
ge

 
an

d
 M

ed
ia

n
 v

al
u

es
 a

ls
o

 s
h

o
w

n
. 

Fi
gu

re
s 

5
-1

1 
an

d
 5

-1
2 

ill
u

st
ra

te
 t

h
es

e 
q

u
an

ti
ti

es
 in

  b
ar

 g
ra

p
h

s.
 T

h
e 

re
p

re
se

n
ta

ti
ve

 d
ry

 y
ea

r 
is

 2
00

5,
 w

et
 is

 2
01

1,
 a

n
d

 n
e

ar
 n

o
rm

al
 is

 2
00

9.
 



7 September 2017 65 

5.12 ROMO Study Area  
 

This section presents SWE and SCA for representative years, area and number of years with 

snow depth threshold  0.5 m, with figures and tables analogous to those for GLAC. The 

elevation dependence of snow for ROMO is discussed in Section 5-13. On average, the ROMO 

study area exhibits a change of +1% to -16% in the area with significant snowcover (depth > 0.5 

m) on April 15th compared to the 2000-2013 historic average, and a decline of 6-38 percent for 

May 15th for the scenarios considered (see Tables 5-6, 5-7).  

 

5.12.1 SWE and Snowcovered Area for representative years 
 

Figure 5-15 shows DHSVM model simulated SWE on May 15th for the wet representative year 

(2011). The historical simulation is shown along with three of the five future scenarios, chosen to 

represent the central scenario (cnrm), the greatest change in snowpack (Hot/Dry, hadgem2) and 

the least change (Warm/Wet, giss). The future scenarios answer the question “what would the 

snowpack in a wet year (like 2011) look like in the 2040’s through 2070’s under these scenarios 

of climate change.” Note that the “greatest snowpack change” scenario is different for ROMO 

than for GLAC. We have included Hot/Dry as well as a Warm/Dry scenario in the choice of 

scenarios for ROMO because a significant number of climate models project drying conditions 

in ROMO, whereas in GLAC, the vast majority of climate models predict a wetter future (see Fig 

5-7).  

 

Figures 5-16 and 5-17 shows SWE for the “Near Normal” (2009) and “Dry” (2002) year. One 

can see that in the dry year, the snowcover is already very low even in the historical simulation 

with maximum SWE in the domain approximately of ~0.5m on May 15th compared to values of 

~1.0 m for the wet year. 
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Figure 5-15. Historical and projected May 15th Snow Water Equivalent (m) for a Representative 

Wet Year in ROMO. Historical simulation year 2011 (wet year, top left), and for three future scenarios 

applied to 2011: b) the warm/wet (giss) scenario results in the least change in SWE of all six scenarios 

considered (top right), c) the central scenario (cnrm) results in a moderate change in SWE (bottom left), 

and the, d) hot/wet scenario (hadgem2) results in the greatest change in SWE (bottom right). A color 

ramp indicates 0-2m at each model gridcell. In May, snow depth = 2.5 x SWE. Note that while the GCMs 

for warm/wet and central are the same in GLAC and ROMO, the GCM for the hot/dry scenario is 

different (hadgem2 vs miroc), to better represent the range of the GCMs (see Fig 5-7 and section 5-8). 

The GCM for the hot/dry scenario is also different (hadgem2 vs miroc), to better represent the range of 

the GCMs. These projected snow maps illustrate what the snowpack in a wet year like 2011 would look 

like in the 2040’s through 2070’s under these scenarios of climate change. Scenarios are listed in Table 5-
3 and shown in Figure 5-7. See S5-8 in the Supplementary Material for maps with additional scenarios. 

Table 5-4 provides numerical values for SWE historical average (2000-2013) and five future scenarios.  
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Figure 5-16. Historical and projected May 15th Snow Water Equivalent (m) for a Representative 

Near Normal Year in ROMO. Historical simulation year 2011 (wet year, top left), and for three future 

scenarios applied to 2011: b) the warm/wet (giss) scenario results in the least change in SWE of all six 

scenarios considered (top right), c) the central scenario (cnrm) results in a moderate change in SWE 

(bottom left), and the, d) hot/wet scenario (hadgem2) results in the greatest change in SWE (bottom 

right). Note that while the representative wet year is the same in GLAC and ROMO, the representative 

dry and near normal years differ based on climatology (see section 3-3). These projected snow maps 

illustrate what the snowpack in a near normal year like 2011 would look like in the 2040’s through 2070’s 

under these scenarios of climate change. Scenarios are listed in Table 5-3 and shown in Figure 5-7, maps 

for additional scenarios are provided in the Supplementary Material. Table 5-4 provides numerical values 

for SWE historical average (2000-2013) and five future scenarios. 
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Figure 5-17. Historical and projected May 15th Snow Water Equivalent (m) for a Representative 

Dry in ROMO. Historical simulation year 2002 (wet year, top left), and for three future scenarios applied 

to 2002: b) the warm/wet (giss) scenario results in the least change in SWE of all six scenarios considered 

(top right), c) the central scenario (cnrm) results in a moderate change in SWE (bottom left), and the, d) 

hot/wet scenario (hadgem2) results in the greatest change in SWE (bottom right). Note that while the 

representative wet year is the same in GLAC and ROMO, the representative dry and near normal years 

differ based on climatology (see section 3-3). These projected snow maps illustrate what the snowpack in 

a dry year like 2002 would look like in the 2040’s through 2070’s under these scenarios of climate 

change. Scenarios are listed in Table 5-3 and shown in Figure 5-7, maps for additional scenarios are 

provided in the Supplementary Material. Table 5-4 provides numerical values for SWE historical average 

(2000-2013) and five future scenarios.  
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Figure 5-18 summarizes the results in terms of the total snowcovered area (km2) within the study 

area polygon. In this case, the threshold used is 5mm of SWE, representing a light snowcover, 

and for May 15th, comparable to the results in McKelvey. Comparing the Wet and Dry years we 

see a more complicated pattern emerge. As in GLAC the wet year (2011) is less vulnerable to 

climate change in terms of percentage of area lost. Unlike GLAC, the near normal year (2007) 

shows large percentage declines, comparable to those of the dry year 2002. The numerical values 

of snowcovered area for all years, as well as percent changes for these quantities are shown in 

Table 5-7. On average, the ROMO study area exhibits a change of +1% to -16% in area 

with significant snowcover (depth > 0.5 m) for April 15th compared to the 2000-2013 

historic average, and a decline of 6-38 percent for April 15th for the scenarios considered 

(Tables 5-6, 5-7). 

 

 
 

Figure 5-18. Snow 

Covered Area (km2, ≥ 0.5 

m “significant” snow 

depth threshold) for April 

15th of Dry, Near Normal, 

and Wet Case Study 

Years for ROMO. 

Historical and five future 

scenarios for April 15. 

Historical (black), Central 

(red), Hot/Very Wet 

(purple), Hot/Wet (yellow), 

Warm/Wet (blue), 

Warm/Dry (green). These 

bar graphs illustrate data in 

Table 5-7.  
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5.12.2 Area and Number of years with  0.5 m Snow Depth  
 

Because of interest in wolverine denning sites, we analyze snow depth  0.5 m, which we will 

refer to here as “significant snow.” Figure 5-19 shows the area with snow depth  0.5 m within 

the study area. Because of the more stringent threshold for snow, the effects are somewhat larger 

than for the light snowcover. The numerical values of snowcovered area at the  0.5 m threshold 

are shown in Table 5-7 for all years, as well as percent changes for these quantities. In this table, 

we note that dry years such as 2002 see increases in snowcovered area for the Hot/Very Wet and 

Warm/Wet scenarios. As in GLAC, dry years are somewhat buffered against change, and in fact 

can see increases in high-altitude “significant” snow for scenarios with increased precipitation. 

This is a result of the elevational dependence of snowpack change that will be discussed in the 

next sub-section.  

 

 

 
 

  

Figure 5-19. May 15 

Snow Covered Area 

(km2, ≥ 0.5 m 

“significant” snow depth 

threshold) for Dry, Near 

Normal, and Wet Case 

Study Years for ROMO. 

Historical and five future 

scenarios for May 15. 

Historical (blue), Central 

(red), Hot/Very Wet 

(green), Hot/Wet (purple), 

Warm/Wet (aqua), 

Warm/Dry (orange). These 

bar graphs illustrate data in 

Table 5-7. 
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Figure 5-20 shows a map of the number of years (out of 16 possible) where each model pixel had 

at least 0.5 m of snow depth on May 15th. This summary statistic is analogous to that used by the 

Copeland study, except that there are more years of data, and these maps use a much higher 

threshold of snow. The projections show declines in the number of years with significant snow. 

Visually, the changes depicted are more subtle than those for GLAC. The areas with frequent 

(14-16 years) availability of significant snow become concentrated in smaller, relatively higher 

elevation areas in the study area.  

 

 
Figure 5-20. Number of years (out of 1998-2013) with Snow Depth ≥ 0.5 m on May 15th for ROMO. 

Historical simulation at each model gridcell compared to the Warm/Wet (giss), Central(cnrm), and 

Hot/Dry(hadgem2) future scenarios. Scenarios are described in Table 5-3. Note that scenarios were 

chosen independently for the two study areas. 

 

The effects of climate change on snow melt have been presented as analogous to a “time 

shifting” of the melt season earlier in the year. For example, McKelvey (2011) used the May 31st 

vs. May 15th snowcovered area as a proxy for a 2-week shift in the melt season. Figure 5-21  

contrasts the evolution of the snowpack with respect to the number of years with significant 

snow from April 15th to May 15th in the historical simulations (Top Row) with the Warm/Wet 

scenario (giss, Middle Row) and Hot/Wet (hadgem, Bottom Row) scenarios. We see that the 

Warm/Wet scenario, shows the least change in the number of years compared to the historic 
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snowcover in terms of the availability of significant snow. The Hot/Dry “greatest change” 

scenario, illustrates that the combination of drying and warming leads to very large declines in 

the persistence of snow that are evident by May 15th, however with smaller changes on April 15th 

and May 1st. 

 

 
Figure 5-21. Number of years (out of 1998-2013) with Snow Depth ≥ 0.5 m for historic and two 

future climate scenarios for ROMO. The “number of years” indicates the yearly availability of deep 

snow at each model gridcell across all years in the DHSVM simulations, including wet, dry, and near 

normal years. Top Row: Historical Simulations on April 15th, May 1st, and May 15th . Middle Row: 

Warm/Wet future scenario (giss model, “Least Change”) at the same dates, Bottom Row: Hot/Dry future 

scenario (hadgem2 model, “Greatest Change”) at the same dates. The reduction in the number of years on 

May 1 for each future scenario can be compared to the historical simulation at a later calendar date, 

showing little shift for the Warm/Wet scenario and a > 2 week shift for the Hot/Dry scenario. Scenarios 

are listed in Table 5-3. 
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5.13 Elevation Dependence of Snowpack Change in the DHSVM model 
 

Snowpack accumulation and melt depends critically on temperature and hence on elevation. In 

the Warm/Dry and Hot/Dry scenarios, both the reduction in precipitation and the warming act to 

reduce Spring snowpack. For the scenarios with warming and increased precipitation there are 

two countervailing forces that play out along an elevational gradient. A warmer, wetter future is 

one in which the freezing level and snow line tends to be higher, but with the potential for 

greater snowpack accumulation during the cold season at high elevations. The warming also 

tends to lead to an earlier snowmelt, so that the increased high-elevation snowpack is more 

evident early in the Springtime than later 

 

Figure 5-22 shows the percent change in April 15 and May 15 snowcovered area (SCA;  0.5 

meters depth) for GLAC, computed for 200 m elevation bands. The elevation of observed den 

sites is noted by triangles, with den sites ranging from approximately 1500m to 2300 m (personal 

communication, John Guinotte). For April 15 in mid-century, there is little change (<20%) in 

SCA for 4 of the 5 scenarios above 2000m. There is loss of ~60 % or greater of SCA below 

1400m for 3 of the 5 scenarios. For May 15, there is ~10-35% loss in SCA above 2000m, and 4 

of the 5 scenarios, and below 1400m there is loss of ~60 % or greater in 4 of the 5 scenarios. 

Between these two elevations – and in the regions where most observations of dens have been 

observed – the snowpack change is very sensitive to elevation and to the particular future climate 

scenario. Most of the dens are at 1800 to 2000, below that band large losses predicted, above that 

elevation band minimal losses predicted accept in maximum warming scenario. For May 1, see 

the supplementary material.  

 

Figure 5-23 shows shows this elevation dependence measured in terms of snow water equivalent 

(SWE). Viewing snowpack in terms of SWE illustrates more clearly that the snowpack in the 

Hot/Very Wet future scenario has increased between 2300 – 2900 m elevation despite 

completely loss of snowpack at 1000m elevation. Comparing Figure 5-22 (SCA) with Figure 5-

23 (SWE) illustrates that SWE can have modest declines without affecting the area with 

significant snow depth. The implication is that wet, cold climate of the GLAC study area can act 

as a “buffer” to change in the area of  0.5 meter deep snow on May 1st, at least at relatively high 

elevations within the study area. For May 1, see the supplementary material.  
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Figure 5-22. Elevation dependence of snow covered area (SCA) for GLAC: Percent change in 

average Snow Covered Area (km2 with depth ≥ 0.5 m) on April 15 (left) and May 15 (right) at 

elevation bands for GLAC for five future scenarios in mid-century. The five scenarios are Central 

(cnrm, blue), Hot/Very Wet (canesm, red), Hot/Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry 

(fio, green). Black triangles on the y-axis show the elevations of documented wolverine den sites, 

elevation range 1500m -~2250. All but three of these dens are between 1800 and 2000m; two are above 

2000m and one is below ~1500m. See also Table 5-2 for Modeled Snow Depth on May 15 at reported den 

sites in the Glacier Study Area.  

 

Figure 5-23. Average Snow Water Equivalent (SWE, percent change) on April 15(left) and May 15 

(right )at elevation bands for GLAC for five future scenarios in mid-century. SWE is shown in this 

figure in addition to SCA in the previous figure to emphasize that a Hot/Very Wet projection can have 

increased snowpack at high elevations despite the significantly warmer temperatures. The five scenarios 

are Central (cnrm, blue), Hot/Very Wet (canesm, red), Hot/Wet (miroc, yellow), Warm/Wet (giss, 

purple), Warm/Dry (fio, green). As in the previous figure, known wolverine den site elevations are shown 

by black triangles. All but three of these dens are between 1800 and 2000m; two are above 2000m and 

one is below ~1500m (From John Guinotte, FWS). SWE is shown in addition to the snow covered area to 

emphasize that a Hot/Very Wet projection can have increased snowpack at high elevations despite the 

significantly warmer temperatures. See Supplementary material for SWE change on May 1 
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Figure 5-24 shows percent change in April 15 and May 15 snowcovered area (SCA;  0.5 meters 

depth), computed for 200 m elevation bands for ROMO. For elevations above 3400m only 

modest (under 20%) losses of SCA are seen for April 15, and a slight increase from 3000-

3600m. For May 15th, losses below 3000 range from 20-100%, whereas at 3400 and above. 

losses are 30% and less. As a proxy, for den site elevation, linear regression of den site 

elevations and latitude in the contiguous U.S. indicated that den sites in the ROMO would be 

located in an elevation range of 2700-3600 m (pers comm, John Guinotte, FWS). For May 1, see 

the supplementary material. 

 

Figure 5-25 shows this elevation dependence measured in terms of snow water equivalent 

(SWE). Viewing snowpack in terms of SWE illustrates more clearly that the snowpack in two 

future scenarios (Hot/Wet, Warm/Wet) has increased slightly between 3000-3800 m elevation 

despite over 70% loss of snowpack at 2600m elevation for the Hot/Wet scenario. For the other 

three scenarios for April 15th, there are only modest (under ~20%) losses in SWE for ~3200 and 

above. Below 3400m the losses in SWE become larger, the lower the elevation. Comparison of 

Figures 5-24 (SCA) and 5-25 (SWE) shows that the relationship between SWE loss and SCA 

loss is not always straightforward (as for GLAC), with a more complicated elevation dependence 

for SCA than for SWE. For May 1, see the supplementary material.  

 

 
 
Figure 5-24. Percent change in average Snow Covered Area (depth ≥ 0.5 m) on April 15(left) and 

May 15 at elevation bands for ROMO for five future scenarios: The five scenarios are Central (cnrm, 

blue), Hot/Dry (hadgem2, red), Hot/Very Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry (fio, 

green) for mid-century. Note that the highest elevation band at ROMO tops out at 4000m, whereas the 

highest elevation band at GLAC tops out at 3000m. No documented den sites exist in ROMO. As a proxy, 

linear regression of den site elevations and latitude in the contiguous U.S. indicated den sites in the 

ROMO study area would be located in an elevation range of 2700-3600 m (pers comm, John Guinotte, 

FWS). See Supplementary material for SCA change on May 1. 
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,  
Figure 5-25. Average Snow Water Equivalent (SWE, percent change) on April 15(left) and May 15  

at elevation bands for ROMO for five future scenarios. The scenarios are: Central (cnrm, blue), 

Hot/Very Wet (hadgem, red), Hot/Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry (fio, green) 

for mid-century. Note that the highest elevation band at ROMO tops out at 4000m, whereas the highest 

elevation band at GLAC tops out at 3000m. The vertical black lines near the y-axis show the possible den 

site elevations (2700-3600 m) from John Guinotte, FWS, (pers comm).See Supplementary material for 

SCA change on May 1. 

 

This phenomenon of elevation-dependent snowpack change in the Western US is well supported 

in the literature. Regonda et al. (2005) found little historical change in snowpack in the Western 

United States above approximately 2500m elevation despite observed warming trends. and 

Lettenmaier (2007) considered VIC hydrology model projections and reported as strong 

elevation dependence for snowpack loss in the Colorado River basin below 2500 m elevation 

(their data was visualized in Ray et al. 2008, Fig. 24). Two recent studies are of special interest 

because they focus on areas near those considered here. Sospendra-Alfonso et al (2015), on an 

area near the GLAC study area, find that historically, temperature has been a larger driver of 

April 1st snowpack only below about 1560 m elevation, with precipitation the main driver of 

variability above that elevation. Scalzitti et al. (2016) investigated a single climate change 

scenario using a high-resolution weather model and found that the critical elevation below which 

temperature dominates snowpack rises by about 250m in the Colorado Rockies, and rises by 

about 191 m in the Northern Rockies hear the GLAC study area. While it is difficult to these 

results directly to the present study due to differences in methodology, the qualitative picture 

remains – projected warming has a larger effect at lower elevations whereas projected 

precipitation changes may dominate the Springtime snowpack in the high country.  
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6 Comparing results with McKelvey 
 

An overview of the methodological similarities and differences between this study and 

McKelvey et al (2011) was presented in section 2.2. The differences in aims of these studies 

leads to challenges in making a direct comparison. The primary difference is in the choice of 

study areas – west-wide vs. much smaller selected areas near treeline, which has implications for 

the biological hypotheses that may be addressed. Their work focused on May 1st snow depth as a 

proxy for May 15th snow disappearance, while we directly estimated the May 15th snow 

disappearance. McKelvey investigated persistence of even a snowcover to May 15th as a 

correlate of wolverine habitat, as noted in Aubry et al (2008). This study focuses on high-

elevation terrain and on the persistence of deeper snowpack. We also analyze our model results 

for the presence or absence of deeper snow (nominally greater than or equal to 0.5 meters depth) 

on April 15th and May 1st. 8 

 

Nonetheless some general statements can be made relating the two studies. Figure 5-26 shows 

snowcover under McKelvey’s historic and “miroc 2080’s” (or hotter, greatest change) scenario. 

The GLAC and ROMO areas have been outlined. A close examination of this figure shows that 

snowcover persists in our study areas, even for their hotter scenario of change (miroc “2080’s). 

The greatest loss of snowcover in McKelvey occurs at lower elevations than were included in 

GLAC or ROMO. Because of the increased resolution of our study we are able to consider 

whether any pockets of snow with depth  0.5 meters will persist.  

 

Our choice of future climate scenarios differs somewhat from McKelvey. We have intentionally 

included scenarios that represent the range of possibilities of temperature and precipitation 

indicated by the CMIP5 climate models. McKelvey used climate model output from Littell, who 

chose scenarios based solely on projected warming. For GLAC, this choice fortuitously included 

a range of precipitation changes as well. For ROMO, however, McKelvey’s scenarios include 

only a narrow range of precipitation change, where we include scenarios with significantly 

increased wintertime precipitation as well as scenarios with drying. This is a significant factor, 

given the buffering effect that increased precipitation has on snowpack loss at high elevations. 

 

While McKelvey focused snowpack projections entirely on the long-term average, we 

investigate how climate variability – the sequences of wet and dry years -- intersects with 

scenarios of change. For ROMO in particular we find that dry years behave differently than wet 

years, with dry years benefitting from the increased precipitation in several of our future 

scenarios. This emphasizes the importance of planning for a range of possible climate scenarios, 

particularly regarding the direction of change in wintertime precipitation.  

 

 
8 The study originally focused on May 15th to compare to the McKelvey, et al (2011) study, and 

June 1st to bracket the snowmelt season. However, as the study progressed, biologists because 

more interested in April snow. 
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Figure 5-26. Figure 5-26: Simulated May 15 average snow cover inferred from 13cm snow depth on 

May 1 from McKelvey et al. (2011). Snowcover persists in our study areas even for their hotter scenario 

of change. Snow cover is shown for their historical simulation (purple) and their hotter, or greatest change 

scenario (“miroc 2080s”, pink). GLAC (red outlines) and ROMO (yellow outlines) show the study areas 

for this report. The greatest loss of snowcover in McKelvey occurs at lower elevations than were included 

in GLAC or ROMO. The higher resolution of our study allowed us to consider whether any pockets of 

snow with depth  0.5 meters will persist. Note that McKelvey used May 1st to infer May 15 and the 

domain simulated in McKelvey et al. (2011) did not include all of the GLAC study area, and did not 

include projection data for Canada. (Data were generously provided by Jeff Copeland. Graphic prepared 

by John Guinotte. 

The question arises as to how the fine-scale projections of snow persistence in other areas might 

reasonably be inferred from the two study areas considered here. Figure 5-26 indicates many 

areas in the western United States that show persistence of snowcover in McKelvey’s scenarios, 

even in the more extreme scenarios. We have investigated two study areas: a northern, relatively 

wet and low-elevation area GLAC, and a southern, relatively dry, and very high elevation area 

(ROMO). In both areas we find general declines in snowcovered area under most future 

scenarios. The GLAC study area is broadly similar in its climate to much of the high northern 

Rockies, while ROMO shares features with the high mountain ranges of the Central Rockies. For 

areas in the McKelvey maps that show retention of snow on the higher mountain ranges it is 

physically reasonable to presume that a finer scale simulation would show the retention of areas 
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of snow  0.5 m on May 15th. Extending this beyond the general area of the Rocky Mountains is 

problematic. Even within the Rockies, in regions where McKelvey’s results show widespread 

loss of snowpack it is probably not reasonable to conclude one way or the other whether a finer 

scale analysis would identify snow refugia.  
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8 Glossary 
 

• Aspect: Compass direction that slope faces 

• Baseline period 1916-2000: Deltas (changes) computed (monthly average delta) for 

“2040’s and “2080’s” compared to the 1916-2000 baseline. 

• CanESM or cansm: A CMIP5 climate model the Canadian Centre for Climate Modeling 

and Analysis (canesm2.1.rcp85), forced with the RCP 8.5 higher emissions pathway, 

used in this report as a future scenario (Hot/Dry scenario for GLAC only) that has 

relatively higher increase in temperature (+~4.5 C) and about +20% increase in 

precipitation (See Figure 5-7) 

• Climate sensitivity: Regionally speaking, it is the response of a climate model for a 

given amount of greenhouse gas increase. More narrowly defined it is the global average 

temperature increase that results from a doubling of carbon dioxide over pre-industrial 

values.  

• CMIP3, CMIP5: Coupled Model Intercomparison Project Phases 3 and 5. 

“Foundational” collections of climate model projections, used in the Intergovernmental 

panel on Climate Change (IPCC) 2007 and IPCC 2013 reports, respectively. 

• CNRM: A CMIP5 climate model from the French National Centre of Meteorological 

Research (cnrm-cm5.1.rcp85),used in this report as a future scenario (Central scenario for 

both GLAC and ROMO) that is relatively close to the ensemble mean in temperature 

increase (+~2.5 oC) and +~5-8% increase in precipitation (See Figure 5-7). 

• DEM: Digital elevation model 

• DSHVM: Distributed Hydrology Soil Vegetation Model 

• ESM: earth system models, see GCM. 

• FIO: A CMIP5 earth system model from the First Institute of Oceanography, State 

Oceanic Administration of China (fio-esm.1.rcp85), used in this report as a future 

scenario (Warm/Dry scenario for both areas) that is relatively lower in temperature 

increase (+~0.8-1.6 oC) and -~5% decrease in precipitation (See Figure 5-7). 

• FLH: Atmospheric freezing level height is the altitude in the free atmosphere at which 

the temperature is 0 °C 

• GCM: Global Climate Model, 6 were used for this report from the IPCC 2013 class of 

models; some of these are actually earth system models (ESM), an advanced type of 

GCM which have the added capability to explicitly represent biogeochemical processes 

that interact with the physical climate. GCM is used as a general term referring to both 

kinds of models, ESM is used specifically for earth system models. 

• GISS: A CMIP5 climate model from the NASA Goddard Institute for Space Studies 

(giss-e2-r.1.rcp45), used in this report as a future scenario (Warm/Wet scenario for both 

areas). Referred to as the “Least Change” scenario because it that is relatively lower 

temperature increase (+~1-1.3 oC) and +~7-10% increase in precipitation (Figure 5-7). 

• GLAC: Area in Glacier National Park used as a spatial unit of analysis in this report 

• HADGEM: A CMIP5 earth system model from the United Kingdom Meteorological 

Office Hadley Center (hadgem2-es.1.rcp85) used in this report as a future scenario 

(Hot/Very Wet scenario for ROMO only) that has relatively higher temperature increase 

(+~ 3.5 oC) and -~5% decrease in precipitation. 
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• Internal climate variability: The variations in the climate, even for 30-year and longer 

averages, that can occur due to the interactions of the atmosphere, ocean, inland surface 

and cryosphere. This occurs even in the absence of anthropogenic climate change.  

• MODIS: Moderate Resolution Imaging Spectroradiometer, a satellite remote sensing 

instrument carried on the Terra satellite 

• MIROC: A CMIP5 earth system model from the Japanese Agency for Marine-Earth 

Science and Technology, Atmosphere and Ocean Research Institute (The University of 

Tokyo), and National Institute for Environmental Studies (miroc-esm-chem.1.rcp85), 

used in this report as a future scenario (Hot/Wet scenario for both areas). Referred to as 

the “Greatest Change” scenario because it has the highest temperature increase of the 

scenarios (+~4 oC) and +~10-18% increase in precipitation (see Figure 5-7). This ESM 

has an atmospheric chemistry (CHEM) component coupled to the MIROC-ESM 

(http://maca.northwestknowledge.net/GCMs.php).  

• NDSI: Normalized Difference Snow Index, a measure of snowcover, has a linear 

relationship to fractional snowcover (FSC) (see text in 4.2.2 and 5.4.2. for discussion) 

• North American Freezing Level Tracker: NCEP/NCAR Global Reanalysis 2.5o x 2.5o 

grid data (http://www.wrcc.dri.edu/cwd/products/) 

• Octants: Topographic aspect, or compass direction, was classified into eight directional 

bins, each representing 45° of compass arc, e.g; NW, N, NE, E, SE, S, SW, and W 

• Resolution: The VIC modeling that was the basis for McKelvey was performed on a 

regular grid in latitude and longitude, with a grid size of 1/16 degree on a side. The 

distance between degrees of longitude varies due to the curvature of the Earth, and the 

east-west dimension of a gridbox is smaller than the north-south distance by a factor of 

the cosine of latitude. At 40N latitude, the southern extent of Rocky Mountain National 

Park, the gridbox is ~5km by 7 km (~37km2). Grid boxes at Glacier National Park 

(~48N) are slightly smaller. When referring to the McKelvey study we will use the 

“1/16 degree” notation. The DHSVM modeling used in this study was performed on a 

uniform grid in the Universal Transverse Mercator (UTM) map projection, which allows 

a near-uniform grid size of 250m by 250m (0.0625 km2) in both of the study areas.  

• ROMO: Area in and around Rocky Mountain NP used as a spatial unit of analysis 

• SCA: Snowcovered Area (km2) 

• SDD: Snow Disappearance Date, the first Day of Year after March 1 where pixel is 

snow-free, defined as the date which NDSI/100 was less or equal to 0.1. 

• Significant snow: Snow depth  0.5 m, refered to in this report as “significant snow,” 

because of interest in snow depth at wolverine denning sites, see Sec 5.12.2. 

• SNODAS: Snow Data Assimilation System, a product of the NOAA National Weather 

Service's National Operational Hydrologic Remote Sensing Center (NOHRSC) 

• SWE: Snow water equivalent (mm). For May, snow depth is assumed to be ~ 2.5 *SWE  

• TopoWx: 800m-resolution gridded temperature dataset, https://www.sciencebase.gov/ 

• Snowcovered area, total: Total area covered by snow within the study boundaries in 

square kilometers (km2) 

• Snowcovered area, fractional: Percentage of the total land area that is covered by snow; 

this can be within the study boundaries, aspect area, or elevation bands (see text in 4.2.2 

and 5.4.2. for discussion) 

• VIC: Variable Infiltration Capacity hydrologic model 

• UTM: Universal Transverse Mercator spatial coordinates 

http://www.wrcc.dri.edu/cwd/products/)
http://www.wrcc.dri.edu/cwd/products/)
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9 Supplementary Material 
 

Supplementary Material is presented using the report section number where it is mentioned,.  

Section 4.2.1 Data sub-setting and re-projection 
 

Table S4-1: MODIS reprojection tool parameters for the two study areas.  

GLAC ROMO 
SPATIAL_SUBSET_TYPE = INPUT_LAT_LONG 

SPATIAL_SUBSET_UL_CORNER = ( 49.4 -

115.1666666666 ) 

SPATIAL_SUBSET_LR_CORNER = ( 47.0 -

112.3333333333 ) 

RESAMPLING_TYPE = NEAREST_NEIGHBOR 

OUTPUT_PROJECTION_TYPE = UTM 

DATUM = NAD83 

UTM_ZONE = 12 

OUTPUT_PIXEL_SIZE = 250 

SPATIAL_SUBSET_TYPE = 

INPUT_LAT_LONG 

SPATIAL_SUBSET_UL_CORNER = ( 41.0 -

106.064513 ) 

SPATIAL_SUBSET_LR_CORNER = ( 

39.907169 -105.116666666 ) 

RESAMPLING_TYPE = 

NEAREST_NEIGHBOR 

OUTPUT_PROJECTION_TYPE = UTM 

DATUM = NAD83 

UTM_ZONE = 13 

OUTPUT_PIXEL_SIZE = 250 

 

Section 4.3.2 Aspect Dependence of Snowpack (GLAC) 
 

The following figures for GLAC show total SCA as a function of aspect, in contrast with the 

figures in Section 4.3.2 in the main text, which show fractional snow covered area.  

 

 
Figure S4-1: Total snow covered area (km2) as a function of aspect for May 1, May 15, and 

June 1 for the GLAC study area from MODIS observations. Data for each year is shown by a 

separate line. Aspect of the slope is determined from a digital elevation model and is binned into 

eight octants according to the compass direction. The shape of the curves is strongly determined 

by the total land area in each aspect bin. Concentric octagons (gray) denote the magnitude scale 

ranging from 0 to 500 km2.  
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Figure S4-2: Total snow covered area (km2) as a function of aspect for representative Wet 

(2011) and Dry (2005) years for the GLAC study area from MODIS observations. For each 

year, the snowcovered area is shown for May 1 (blue), May 15 (red), and June 1 (thick gray) 

Concentric octagons (thin gray) denote the magnitude scale ranging from 0 to 500 km2.  

Section 4.4.2 Aspect Dependence of Snowpack (ROMO) 
 

The following figures for ROMO show total SCA as a function of aspect, in contrast with the 

figures in Section 4.4.2 in the main text, which show fractional snow covered area.  

 

 
Figure S4-3: Total snow covered area (km2) as a function of aspect for May 1, May 15, and 

June 1 for the ROMO study area from MODIS observations. Data for each year is shown by 

a separate line. Aspect of the slope is determined from a digital elevation model and is binned 

into eight octants according to the compass direction. The shape of the curves is strongly 

determined by the total land area in each aspect bin. Concentric octagons (gray) denote the 

magnitude scale ranging from 0 to 500 km2. 
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Figure S4-4: Total snow covered area (km2) as a function of aspect for “wet” (2011) and 

“dry” (2002) representative years for the ROMO study area from MODIS observations. 

For each year the snow covered area is shown for May 1 (blue), May 15 (red) , and June 1 (thick 

gray) Concentric octagons (thin gray) denote the magnitude scale ranging from 0 to 500 km2. 

Note that while 2012 had the least snow cover in late Spring, 2002 was adopted as a 

representative dry year due to modeling considerations in Section 5. We show both dry years 

here which exhibit similar features.  

 

Section 5.3 Meteorological Inputs 
 

The Livneh data are gridded at a spatial resolution of 1/ 16 degree in latitude and longitude and 

are derived from daily temperature and precipitation observations from approximately 20,000 

NOAA Cooperative Observer (COOP) stations, with a minimum requirement of 20 years of data 

for CONUS grids. The gridding procedure uses the SYMAP algorithm. An orographic scaling 

procedure is also applied using PRISM climatology for precipitation and a constant 6.5 K/km 

lapse rate for minimum and maximum temperature. More information on the dataset is found in 

Livneh et al. (2015) and Livneh et al. (2013).  

 

Section 5.4.2 Comparison to MODIS Snowcover 
 

Table S5-1: Parameter settings that were adjusted and objective values obtained for 

DHSVM model runs in ROMO. Ten parameter sets tested for parameter adjustment in ROMO, 

including snow roughness (SR) and liquid water content (LWC), as well as an alternative 

precipitation scaling method.  

 

Run Name LWC SR Alt. Precip. 

Scaling? 

C03R01 (Default; 

(GLAC) 

0.03 0.01 No 

C01R01 0.01 0.01 No 

C05R01 0.05 0.01 No 

C03R0001 0.03 0.0001 No 
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C03R1 0.03 0.1 No 

C05R001 

(ROMO) 

0.05 0.001 No 

C03R01P 0.03 0.01 Yes 

C03R0001P 0.03 0.0001 Yes 

C05R01P 0.05 0.01 Yes 

C05R001P 0.05 0.001 Yes 

 

 

 
Figure S5-1. Performance metrics for parameter adjustment runs. The horizontal axis is the average 

CSI threat score for the spatial comparison against MODIS snow cover. Vertical axis shows percentage 

error in comparison to SNOTEL point observations for day of meltout and days above threshold (snow 

season length). Points are labeled with run number (See Table S5-1).  C05R001 parameter settings were 

implemented for the final model runs.  

 

5.5  Determination of Snow Depth from DHSVM model output 
 

This supplement describes the method used to convert snow water equivalent (SWE) to snow 

depth (SD) in late Spring for use in the US Fish and Wildlife Service sponsored study of the 

future of snowpack regarding potential denning sites for the Wolverine. Three lines of evidence 

support using an approximate conversion factor of SD = 2.5*SWE for May snowpack. 
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For the purposes of this report we desired an estimate of snow depth during the late Spring 

months, particularly in May. Snow depth was desired as it was easier to communicate with 

wolverine biologists as regards the snowpack in commonly observed denning locations. 

However, the Distributed Hydrology Soil Vegetation Model (DHSVM) that was used to generate 

projections of snowpack outputs SWE, but not snow depth. Furthermore, the McKelvey study 

analyzed May 1st snow depth (with a threshold of 13 cm) as determined from the Variable 

Infiltration Capacity (VIC) hydrology model from the Littell (2011) dataset. They used this as a 

proxy for May 15th snow disappearance. In their paper they also noted that the maps of SWE and 

maps of Snow Depth from the Littell dataset were correlated at > 99.5%. This high correlation 

motivates the use of a simple conversion factor between SWE and snow depth. We bring three 

lines of evidence to our estimate of this conversion factor based on the ratio of SD to SWE: in-

situ observations at SNOTEL (Snow Telemetry) sites; Snow Data Assimilation System 

(SNODAS) estimates based on a fusion of data and model results, and finally, modeled SWE and 

SD from Littell et al (2011).  

 

Snow Depth and SWE were reported for the three SNOTEL sites near the GLAC study area. We 

find the following estimates (Table S5-2) of the SD:SWE ratio by looking at the average over the 

years 2002-2016.  

 

Table S5-2 
SNOTEL SITE (GLAC AREA) 2002-2016 Average SD:SWE 

ratio 

Density  

Flattop Mountain  2.3:1 0.43 

Pike Creek 2.4:1 0.42 

Many Glacier Insufficient years with snow  

 

To corroborate these approximate values we present maps of snow density for May 1, 2017 

obtained from the Natural Resources Conservation Service website (Figure S5-1)9. The bulk 

snow density ρ=SWE/SD is simply the inverse of the ratio SD:SWE. These maps indicate 

widespread areas with density between 0.3 and 0.5, corresponding to a range of 2:1 and 3.3:1 

ratios. However, SNOTEL sites are not representative of the entire domain. To do that we 

proceed to the other sources of snow data that are spatially distributed.  
 

 
9 https://www.wcc.nrcs.usda.gov/gis/snow.html 
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Figure S5-2. Snow Density (%)at SNOTEL sites for May 1, 2017. Montana (left) and Colorado (right). 

Snow density is the inverse of the SD:SWE ratio. Downloaded from the Natural Resources Conservation 

Service website.  

The second line of evidence comes from the Snow Data Assimilation System (SNODAS) which 

is a blend of modeled and observed snow variables. The data is available for 2004 – 2016 and 

was downloaded from the National Snow and Ice Data Center. Because of problems encountered 

with the NSIDC data server (their server had just been permanently taken offline), extensive 

processing was necessary for this step and was only done for the GLAC area. The SD:SWE ratio 

was computed as the least squares regression slope between SD and SWE from all available 

years at each 1 km pixel. Figure S5-3 below shows that the vast majority of the area in and near 

the GLAC study area has ratios between 2.6 and 3.0 with the deeper snow areas (background 

image) having the lower ratios. It is rather remarkable how uniform this product is. However, the 

paucity of snow depth measurements means that the values in this product rely heavily on the 

modeled snow depth and are not influenced by the few observations available.  

 

 

Figure S5-3. Estimate 

of the May 1st SD:SWE 

ratio for the GLAC 

study area and environs 

from SNODAS data. 

Selected contours are 

shown of the least-

squares linear 

regression slope 

between SD and SWE 

at each 1km pixel 

computed with data 

from 2004-2016. 

Average snow depth 

(mm) is indicated by 

gray shading  
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The third line of evidence used the modeled SWE and SD from the Littell (2011) dataset. The 

SWE and SD were derived entirely from the VIC hydrologic model. The VIC hydrologic model 

has a component that computes the snow depth. These were available for the entire Western 

United States domain with the exception California. Figure S5-4 below shows the scatter plot of 

the long-term average May 1 SD vs. May 1 SWE. Each data point is a gridpoint in the VIC 

simulation. Considering that we are looking at grids throughout the West, we see a remarkably 

tight cluster of points that lie between the 2.0:1 and 2.5:1 and ratios. The ratio is closer to 2.5:1 

for values near 50cm of snow depth that concerns us in this report.  

 

 

Figure S5-4. Scatterplot 

of long-term average 

snow depth vs SWE at 

all gridpoints from the 

historical simulation in 

the Littell (2011) dataset. 

Lines with slopes of 2.0:1 

and 2.5:1 are indicated.  

 

 

Looking specifically at model gridpoints near GLAC and ROMO we see the following scatter of 

SD vs SWE: 

 

 
 

Figure S5-5. 

Scatterplot of long-

term average snow 

depth vs SWE at all 

gridpoints from the 

historical simulation in 

the Littell (2011) 

dataset. Same as Figure 

S5-4, except only for 

grids in a region near 

the GLAC study area. 

Only the 2.5:1 ratio line 

is indicated.  
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Figure S5-6. Scatterplot 

of long-term average 

snow depth vs SWE at 

all gridpoints from the 

historical simulation in 

the Littell (2011) 

dataset. Same as Figure 

S5-4, except only for 

grids in a region near the 

ROMO study area. Only 

the 2.5:1 ratio line is 

indicated.  

 

 

The GLAC scatter is slightly below the 2.5:1 line whereas the ROMO scatter is slightly above. It 

might be speculated that the rather tight clustering of ratios for the Springtime snowpack in the 

SNODAS and the VIC products is a result of the snow depth model  

 

Based on these lines of evidence we adopted a uniform value of 2.5:1 for the SD:SWE ratio, 

corresponding to a snow density of 0.4. As we have noted in the report, we desired only an 

approximate value that was appropriate to the season. Note that values of SD:SWE computed 

earlier in the year for the VIC product are considerably higher. Subsequent analysis for April 15th 

snowpack indicated a typical bulk density of 0.33. The conclusions of the report are not sensitive 

to the choice of conversion factor within the ranges indicated by the above analysis. 
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Section 5.9 Climate Projections Evaluation and Scenarios Selection 
 

Table S5-3. The CMIP5 GCMs from which the five scenarios were chosen for each study area. 

Only run 1 from RCP4.5 and RCP 8.0 were used where available (rcp4.5 after the model name 

denotes where a single RCP was used). 

 

Model Institution 
access1-0 CSIRO (Commonwealth Scientific and Industrial Research Organisation, 

Australia), and BOM (Bureau of Meteorology, Australia)  access1-3 

bcc-csm1-1 Beijing Climate Center, China Meteorological Administration 

bcc-csm1-1-m 

canesm2 Canadian Centre for Climate Modelling and Analysis 

ccsm4 National Center for Atmospheric Research 

cesm1-bgc National Science Foundation, Department of Energy, National Center for 
Atmospheric Research cesm1-cam5 

cmcc-cm Centro Euro-Mediterraneo per I Cambiamenti Climatici 

cnrm-cm5 Centre National de Recherches Meteorologiques / Centre Europeen de Recherche et 

Formation Avancees en Calcul Scientifique 

csiro-mk3-6-0 Commonwealth Scientific and Industrial Research Organisation in collaboration 

with the Queensland Climate Change Centre of Excellence 

ec-earth.2.rcp45 EC-Earth Consortium 

fgoals-g2 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences 

fgoals-s2.2.rcp45 

fio-esm The First Institute of Oceanography, SOA, China 

gfdl-cm3 NOAA Geophysical Fluid Dynamics Laboratory 

gfdl-esm2g 

gfdl-esm2m 

giss-e2-r NASA Goddard Institute for Space Studies 

hadgem2-ao National Institute of Meteorological Research/Korea Meteorological Administration 

hadgem2-cc Met Office Hadley Centre (additional HadGEM2-ES realizations contributed by 

Instituto Nacional de Pesquisas Espaciais) hadgem2-es 

inmcm4 Institute for Numerical Mathematics 

ipsl-cm5a-lr Institut Pierre-Simon Laplace 

ipsl-cm5a-mr 

ipsl-cm5b-lr 

miroc-esm Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean 

Research Institute (The University of Tokyo), and National Institute for 

Environmental Studies 
miroc-esm-chem 

miroc5 Atmosphere and Ocean Research Institute (The University of Tokyo), National 

Institute for Environmental Studies, and Japan Agency for Marine-Earth Science 

and Technology 

mpi-esm-lr Max Planck Institute for Meteorology (MPI-M) 

mpi-esm-mr 

mri-cgcm3 Meteorological Research Institute 

noresm1-m Norwegian Climate Centre 

noresm1-me 
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Section 5.11 GLAC Study Area Results 

 

 
Figure S5-7. Additional scenarios for May 15th GLAC snow water equivalent based on 

representative wet (2011), near normal (2009) and dry (2005) years. 
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Section 5.12 ROMO Study Area Results 

 

 
Figure S5-8. Additional scenarios for May 15th ROMO snow water equivalent based on 

representative wet (2011, top), near normal (2007, middle) and dry (2002, bottom) years. 

 

Fig S5-22 and S5-23 show May 1st for comparison with April 15 and May 15 in Fig 5-22 and 23. 

Fig S5-22 shows the percent change in May 1st snowcovered area (SCA;  0.5 meters depth) for 

GLAC, computed for 200 m elevation bands. The elevation of observed den sites is noted by 

triangles, with den sites ranging from approximately 1500m to 2300 m. There is little change 

(<10%) in SCA for 4 of the 5 scenarios above 2000m. There is greater than 60 % loss of SCA 
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below 1400m for 4 of the 5 scenarios. Between these two elevations – and in the regions where 

most observations of dens have been noted – the snowpack change is very sensitive to elevation 

and to the particular future climate scenario. Most of the dens are at 1800 to 2000, below that 

band large losses predicted, above that elevation band minimal losses predicted accept in 

maximum warming scenario. Figure 5-23 shows the elevation dependence of the May 1st 

snowpack measured in terms of snow water equivalent (SWE). Viewing snowpack in terms of 

SWE illustrates more clearly that the Hot/Very Wet future scenario has increased its snowpack 

between 2300 – 2900 m elevation despite completely losing its snowpack at 1000m elevation. 

Comparing Figure 5-22 (SCA) with Figure 5-23 (SWE) illustrates that SWE can have modest 

declines without affecting the area with significant snow depth. The implications is that wet, cold 

climate of the GLAC study area can act as a “buffer” to change in the area of  0.5 meter deep 

snow on May 1st, at least at relatively high elevations within the study area.  

 

 

 
Figure S5-22: Elevation dependence of snow covered area (SCA) for GLAC: Percent change in 

average Snow Covered Area (km2 with depth ≥ 0.5 m) on May 1 at elevation bands for GLAC for 

five future scenarios. As in Fig 5-22, line plot of percent change in SCA (x-axis, -100% to 0%) and 

elevation (y-axis 1000-3000m). The five scenarios are Central (cnrm, blue), Hot/Very Wet (canesm, red), 

Hot/Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry (fio, green). Black triangles on the y-axis 

show the elevations of documented wolverine den sites, elevation range 1500m -~2250. All but three of 

these dens are between 1800 and 2000m; two are above 2000m and one is below ~1500m. See also Table 

5-2 for Modeled Snow Depth on May 15 at reported den sites in the Glacier Study Area. 
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Figure S5-23. Percent change in average Snow Covered Area (depth ≥ 0.5 m) on May 1 at elevation 

bands for ROMO for five future scenarios: The five scenarios are Central (cnrm, blue), Hot/Dry 

(hadgem2, red), Hot/Very Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry (fio, green). Note 

that the highest elevation band at ROMO tops out at 4000m, whereas the highest elevation band at GLAC 

tops out at 3000m. No documented den sites exist in ROMO. As a proxy, linear regression of den site 

elevations and latitude in the contiguous U.S. indicated den sites in the ROMO study area would be 

located in an elevation range of 2700-3600 m (pers comm, John Guinotte, FWS).  

 

Figure S5-24 shows the May 1st SCA ( 0.5 m depth) for ROMO. For elevations above 3400m 

only modest (under 20%) losses of SCA are seen. Figure 5-25 shows only modest (under ~20%) 

losses in SWE for that elevation band as well with two scenarios (Warm/Wet (giss) and Hot 

Very Wet (miroc) having slight increases. Below 3400m the losses in SWE become much larger, 

the lower the elevation. Comparison of Figures 5-24, 5:25, and S5-24 and S5-25 shows that the 

relationship between SWE loss and SCA loss is not always straightforward, with a more 

complicated elevation dependence for SCA than for SWE. 
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Figure S5-24: Percent change in average Snow Covered Area (depth ≥ 0.5 m) on May 1 at elevation 

bands for ROMO for five future scenarios: The five scenarios are Central (cnrm, blue), Hot/Dry 

(hadgem2, red), Hot/Very Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry (fio, green). Note 

that the highest elevation band at ROMO tops out at 4000m, whereas the highest elevation band at GLAC 

tops out at 3000m. No documented den sites exist in ROMO. As a proxy, linear regression of den site 

elevations and latitude in the contiguous U.S. indicated den sites in the ROMO study area would be 

located in an elevation range of 2700-3600 m (pers comm, John Guinotte, FWS). 

 
Figure S5-25: Average Snow Water Equivalent (SWE, percent change) on May 1 at 

elevation bands for ROMO for five future scenarios. The scenarios are: Central (cnrm, blue), 

Hot/Very Wet (hadgem, red), Hot/Wet (miroc, yellow), Warm/Wet (giss, purple), Warm/Dry 

(fio, green). Note that the highest elevation band at ROMO tops out at 4000m, whereas the 

highest elevation band at GLAC tops out at 3000m. See the main text for April 15 and May 15. 
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